
Difference-in-Differences when Parallel Trends Holds

Conditional on Covariates∗

Carolina Caetano† Brantly Callaway‡

September 9, 2024

Abstract

In this paper, we study difference-in-differences identification and estimation strategies when the
parallel trends assumption holds after conditioning on covariates. We consider empirically relevant
settings where the covariates can be time-varying, time-invariant, or both. We uncover a number
of weaknesses of commonly used two-way fixed effects (TWFE) regressions in this context, even in
applications with only two time periods. In addition to some weaknesses due to estimating linear
regression models that are similar to cases with cross-sectional data, we also point out a collection
of additional issues that we refer to as hidden linearity bias that arise because the transformations
used to eliminate the unit fixed effect also transform the covariates (e.g., taking first differences can
result in the estimating equation only including the change in covariates over time, not their level,
and also drop time-invariant covariates altogether). We provide simple diagnostics for assessing
how susceptible a TWFE regression is to hidden linearity bias based on reformulating the TWFE
regression as a weighting estimator. Finally, we propose simple alternative estimation strategies that
can circumvent these issues.
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1 Introduction

Difference-in-differences is one of the most popular identification strategies in empirical work in

economics. Textbook explanations of difference-in-differences often consider a setting with only two

time periods and two groups (a treated group and an untreated group) under the assumption that the

two groups have the same trend in untreated potential outcomes over time. In this setting, two-way

fixed effects (TWFE) regressions have good properties (e.g., being robust to treatment effect hetero-

geneity) while being convenient to use in empirical work. The two most common extensions to this

textbook setting in empirical work are (i) to settings with multiple periods and variation in treatment

timing across units and (ii) to include covariates in the parallel trends assumption. Concerning multiple

periods and variation in treatment timing (the first common extension), several recent papers discuss

important weaknesses of using TWFE regressions to implement difference-in-differences identification

strategies and propose alternative estimation strategies that address these weaknesses (de Chaisemartin

and D’Haultfœuille (2020), Goodman-Bacon (2021), and Callaway and Sant’Anna (2021), among oth-

ers).

In this paper, we focus on the inclusion of covariates in the parallel trends assumption (the second

common extension of the textbook setting mentioned above). The aim of including covariates in the

analysis is that the parallel trends assumption can be weakened to hold only locally among units with the

same observed characteristics rather than holding at the aggregate level (Heckman, Ichimura, Smith, and

Todd (1998) and Abadie (2005))—this can be especially important in settings where the covariates are

not well-balanced between the treated and untreated group. To give an example, below we consider an

application with state-level panel data and a state-level treatment. In this setting, empirical researchers

often include covariates such as a state’s population, median income, or region, with the intention of

estimating the causal effects of the treatment by comparing paths of outcomes for treated and untreated

states located near each other with similar populations and income levels.

We pay careful attention to the different types of covariates that can show up in the parallel trends

assumption: time-varying covariates and/or time-invariant covariates. Interestingly, the econometrics

literature on DiD and empirical applications of DiD have often thought about and used covariates in

substantially different ways. In the econometrics literature, it is common to assume that the covariates

are all time-invariant or, if there are time-varying covariates, to use a pre-treatment value of the time-

varying covariates as a time-invariant covariate; see, for example, Abadie (2005), Bonhomme and Sauder

(2011), Sant’Anna and Zhao (2020), and Callaway and Sant’Anna (2021). On the other hand, in

empirical work, the most common way to include covariates is in the following TWFE regression

Yit = θt + ηi + αDit + X ′
itβ + eit (1)

where θt is a time fixed effect, ηi is individual-level unobserved heterogeneity (i.e., an individual fixed

effect), Dit is a binary treatment indicator, and Xit are time-varying covariates. In the TWFE regression

in Equation (1), α is the coefficient of interest. It is sometimes interpreted as “the causal effect of the

treatment” or, in the presence of treatment effect heterogeneity, α is often loosely interpreted as some

kind of average treatment effect parameter. Being able to include covariates is one of the original main

attractions of using a TWFE regression to implement a DiD identification strategy. For example, Angrist

2



and Pischke (2008) write: “A second advantage of regression-DD is that it facilitates empirical work

with regressors.” Relative to the econometrics literature discussed above, one immediately noticeable

difference with the TWFE regression is that it does not include time-invariant covariates; if time-

invariant covariates enter the TWFE model in an analogous way to the time-varying covariates (i.e.,

with a time-invariant coefficient), then they will be absorbed into the unit fixed effect. This is a common

explanation for not including time-invariant covariates in difference-in-differences applications.

In the current paper, we uncover several limitations of this TWFE regression. Although TWFE

regressions with only two time periods are known to be robust to treatment effect heterogeneity under

unconditional parallel trends, we show that TWFE regressions that rely on conditional parallel trends

assumptions are susceptible to a number of problems even in the case with only two time periods. In

particular, we show that TWFE regressions can include non-neglible misspecification bias terms for

any of three reasons: (1) violations of certain linearity conditions on the model for untreated potential

outcomes over time, (2) paths of untreated potential outcomes that depend on the level of time-varying

covariates in addition to (or instead of) the change in the covariates over time, and (3) paths of untreated

potential outcomes that depend on time-invariant covariates. Arguably, the first issue mentioned above

is expected—similar conditions show up in the literature on interpreting cross-sectional regressions

under unconfoundedness (Goldsmith-Pinkham, Hull, and Kolesár (2022), Blandhol, Bonney, Mogstad,

and Torgovitsky (2022), and Hahn (2023)) and assuming a linear model for untreated potential outcomes

is often a key step for motivating linear models for the outcome itself (see Angrist and Pischke (2008)

for a number of examples).

Issues (2) and (3) are more subtle, and we refer to the bias that arises from these issues as hidden

linearity bias. Unlike Issue (1), there is no analog of hidden linearity bias in cross-sectional settings.

Hidden linearity bias arises because, to estimate the parameters in Equation (1), the researcher re-

moves the unit fixed effect by transforming the model (e.g., via a within transformation or taking first

differences). For example, consider the simple setting with only two time periods. In that case, α is

estimated by taking first differences to eliminate the unit fixed effect. A consequence of taking first

differences is that the covariates are also differenced. This means that the estimated model ultimately

only controls for changes in the time-varying covariates. To see the possible negative implications here,

consider again our example about state-level policies: controlling for the change in a state’s population

and/or median income may not end up controlling well for the level of these covariates (e.g., states with

similar changes in population could have quite different levels of population) or for other time-invariant

covariates such as region.1

An important question for empirical researchers is how much the bias discussed above matters in

1It is worth also mentioning an alternative framing of hidden linearity bias. Modern empirical work often views linear
regressions as linear projections rather than interpreting linearity as being literally true in the sense of the model correctly
specifying a linear conditional mean. In cross-sectional settings, the linear projection view can be attractive as linearity
itself may be a strong assumption, but using the linear model in estimation is still convenient and has other good properties,
such as being the best linear approximation to a possibly nonlinear conditional expectation function. In the DiD setting,
however, the distinction between linear approximation and a correctly specified linear conditional mean is more important.
A linear conditional mean rationalizes the transformations that eliminate the unit fixed effects and their effects on the
functional form of the covariates. On the other hand, if Equation (1) is interpreted as a linear approximation, then the
transformations used to eliminate the unit fixed effect effectively change the identification strategy from one where the
researcher conditions on covariates in the parallel trends assumption in a general way to one where the researcher instead
conditions on changes in time-varying covariates over time in the parallel trends assumption. See Section 2.2 for more
details.
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practice. It is hard to measure this bias directly because the terms involve differences between condi-

tional expectations that are likely to be challenging to estimate nonparametrically in most applications.

Instead, to address this question, we propose simple diagnostic tools to assess the sensitivity of TWFE

regressions to hidden linearity bias. Our idea is to recast α from the TWFE regression as a re-weighting

estimator (see Aronow and Samii (2016) and Chattopadhyay and Zubizarreta (2023) for related ideas in

the context of unconfoundedness and cross-sectional data). We recover the “implicit regression weights”

(these weights involve linear projections rather than conditional expectations, so they are straightfor-

ward to calculate), but instead of applying the weights to the outcomes (which would recover α), we

apply the weights to the levels of time-varying covariates and to time-invariant covariates. If the im-

plicit regression weights balance the levels of time-varying covariates and time-invariant covariates, this

suggests that hidden linearity bias is likely to be small; on the other hand, if there is a high degree

of imbalance after applying the implicit regression weights, this implies that α may be quite sensitive

to violations of the linearity conditions that rationalize only conditioning on transformations in the

time-varying covariates over time in the estimated model.

In applications where none of the three issues mentioned above occur, TWFE regressions deliver a

weighted average of conditional ATT s. However, even in this scenario, TWFE regressions still suffer

from additional drawbacks. First, the weights are non-transparent to the researcher—it is difficult to

determine whether the TWFE weights are reasonable without making several auxiliary calculations.

Second, it is possible that the weights on the conditional ATT s can be negative, even in the setting

with two time periods. Negative weights is an issue that has been discussed extensively in the liter-

ature (see, for example, de Chaisemartin and D’Haultfœuille (2020) and Blandhol, Bonney, Mogstad,

and Torgovitsky (2022)) and often is an indication of an unreasonable weighting scheme. Third, the

weights have a “weight-reversal” property related to the one pointed out in S loczyński (2022) under

unconfoundedness with cross-sectional data, which amounts to systematically weighting common values

of the covariates too little and weighting uncommon values of the covariates too much (see Section 3 for

more details). How much the undesirable properties of these weights matter in practice depends crucially

on how heterogeneous the conditional ATT s are—in settings where treatment effects vary substantially

across covariates, the differences between the weighting schemes will matter more. In summary, the

requirements for the TWFE regression in Equation (1) to estimate the ATT are stringent. They in-

clude (1) linearity of the path of untreated potential outcomes, (2) no dependence of parallel trends on

time-invariant covariates, (3) a parallel trends condition that depends on time-varying covariates only

through their change over time, and (4) homogeneous treatment effects across different values of the

covariates.

We propose several new estimation strategies that do not suffer from any of the limitations of the

TWFE regression discussed above. Our estimators build on recently developed estimation strategies

in the DiD literature, particularly the AIPW estimators proposed in Sant’Anna and Zhao (2020) and

Callaway and Sant’Anna (2021).2 For example, in applications with time-varying covariates, one very

2AIPW estimators involve estimating both an outcome regression model for untreated potential outcomes and a model
for the propensity score. These estimators are doubly robust in the sense that they deliver consistent estimates of the ATT
if either the outcome regression model or the propensity score model is correctly specified. They are also straightforward
to adapt to settings where the researcher estimates the outcome regression and propensity score using modern machine
learners.
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simple strategy that works well for balancing covariates is to include both the change and levels of the

time-varying covariates across periods in the outcome regression model and the propensity score model.

We also describe how to reformulate AIPW estimators of the ATT under conditional parallel trends

as re-weighting estimators. Combining these results with our previously mentioned TWFE diagnostics

allows an empirical researcher to compare the covariate balancing properties of the leading estimators

for the ATT during the “design phase” of a study, providing a means by which a researcher can assess

alternative estimation strategies before using the outcome at all (Ho, Imai, King, and Stuart (2007),

Rubin (2008), and Imbens and Rubin (2015)).

We conclude the paper by revisiting an application from Cheng and Hoekstra (2013) on the effects

of stand-your-ground laws on homicides. We find that including time-varying covariates, such as a

state’s population and/or median income, in a TWFE regression balances the average of the within-

transformed covariates but often does little to improve (and in some cases makes worse) covariate balance

in terms of the levels of the same covariates or in terms of time-invariant covariates. Using our approach,

covariate balance is substantially improved. Our estimates of the effects of stand-your-ground laws on

homicides are mostly qualitatively similar to those reported in Cheng and Hoekstra (2013), though we

find somewhat less evidence for stand-your-ground laws increasing homicides.

The outline of the paper is as follows. Section 2 introduces the notation and main assumptions that

we use in the paper, provides some preliminary identification results, and then discusses models that

can rationalize the conditional parallel trends assumption that we use throughout the paper. Section 3

discusses the limitations of TWFE regressions in the context of conditional parallel trends. Section 4

proposes simple diagnostics for assessing the extent of hidden linearity bias in TWFE regressions.

Sections 2 to 4 focus on the baseline DiD setup with two time periods and two groups because many

of our main insights can be seen in this setting. Section 5 extends these arguments to settings with

multiple periods and variation in treatment timing across units. In Section 6, we propose alternative

estimation strategies that circumvent TWFE regressions’ limitations. Finally, in Section 7, we revisit

an application from Cheng and Hoekstra (2013) on the effects of stand-your-ground laws on homicides.

2 Setup

In this section, we introduce the notation and main assumptions we use in the paper, provide some

preliminary identification results, and then discuss models that can rationalize the conditional parallel

trends assumption we use throughout the paper.

Notation: For much of the paper, we consider a setting with two time periods. We denote the time

periods by t∗−1 and t∗ and refer to these as the first time period and the second time period, respectively.

We consider the canonical setting where no units are treated in the first period. Let Di be a binary

treatment indicator; because no units are treated in the first time period, we omit a time subscript on

Di. Let Xit denote a k×1 vector of time-varying covariates for unit i in time period t, and let Zi denote

an l×1 vector of time-invariant covariates. Let Yit denote the observed outcome for unit i in time period

t, and let Yit(1) and Yit(0) denote treated and untreated potential outcomes for unit i in time period

t. We can relate observed outcomes to potential outcomes by Yit∗ = DiYit∗(1) + (1 − Di)Yit∗(0) and
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Yit∗−1 = Yit∗−1(0). In other words, in the second time period, we observe treated potential outcomes

for treated units and untreated potential outcomes for untreated units. In the first time period, because

no units are treated yet, we observe untreated potential outcomes for all units.3

2.1 Identification

Following the vast majority of the difference-in-differences literature, we target identifying the av-

erage treatment effect on the treated (ATT ), which is given by

ATT := E[Yt∗(1) − Yt∗(0)|D = 1]

We make the following assumptions:

Assumption 1 (Random Sampling). The observed data consists of

{Yit∗ , Yit∗−1, Xit∗ , Xit∗−1, Zi, Di}ni=1 which are independent and identically distributed.

Assumption 2 (Overlap). There exists some ϵ > 0 such that P(D = 1) > ϵ and P(D = 1|Xt∗ , Xt∗−1, Z) <

1 − ϵ.

Assumption 3 (Conditional Parallel Trends).

E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 1] = E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0].

Assumption 1 says that we have access to an iid sample of two periods of panel data. Assumption 2

is a standard version of an overlap condition that is often invoked in the DiD literature (e.g., Abadie

(2005)) and in the treatment effects literature more broadly. In practice, it says that, for all treated

units, there exist untreated units with the same characteristics. Assumption 3 says that the path of

untreated potential outcomes is the same, on average, for the treated group as the untreated group

after conditioning on time-varying covariates Xt∗ and Xt∗−1 and time-invariant covariates Z. This

is the main conditional parallel trends assumption we use throughout the paper. Assumption 3 also

implicitly rules out “bad controls” (i.e., that the time-varying covariates that show up in the parallel

trends assumption are affected by the treatment); see Caetano, Callaway, Payne, and Sant’Anna (2022)

for a detailed discussion of this case.

Under Assumptions 1 to 3, the ATT is identified, and, in particular, it is given by

ATT = E[∆Yt∗ |D = 1] −E

[
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

∣∣∣D = 1
]

(2)

We provide this result formally in Proposition S1 in Appendix SA in the Supplementary Appendix but

note here that it follows using the same arguments as in existing work on difference-in-differences such

as Heckman, Ichimura, Smith, and Todd (1998) and Abadie (2005), up to separately keeping track of

the time-varying and time-invariant covariates. The expression in Equation (2) says that the ATT can

be recovered in our setting by comparing the mean path of outcomes experienced by the treated group

3The discussion above implicitly imposes a SUTVA assumption (i.e., that potential outcomes only depend on the
treatment status of a unit itself) and a no-anticipation assumption (that pre-treatment outcomes are not affected by
eventually participating in the treatment). These are standard conditions in the DiD literature. We discuss no-anticipation
in more detail in Section 5. We also suppose throughout the paper that all expectations exist and take all statements
conditional on covariates to hold almost surely.
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relative to the path of outcomes that the treated group would have experienced if it had not participated

in the treatment. Under the conditional parallel trends assumption, the latter counterfactual path of

untreated potential outcomes can be recovered by taking the path of outcomes conditional on time-

varying and time-invariant covariates for the untreated group and then averaging it over the distribution

of covariates for the treated group (this step allows for the distribution of time-varying and time-

invariant covariates to be systematically different for the treated group relative to the untreated group).

We note that the conditional expectation in the second term, E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] may, in

many applications, be challenging to estimate though we defer these estimation issues to Section 6.

2.2 Models that Rationalize Parallel Trends Assumptions

Before proceeding to our results on interpreting TWFE regressions, this section discusses models

that can rationalize parallel trends assumptions conditional on covariates. This exercise provides some

intuition about the types of conditions that allow us to causally interpret α from the TWFE regression

(see Assumption 4 below) and the types of problems that can arise when these conditions are not

satisfied. Moreover, the more general models have a similar flavor as the alternative estimation strategies

we propose later in the paper.

A natural starting point is to connect the unconditional parallel trends assumption to a two-way

fixed effects model for untreated potential outcomes (as in, for example, Blundell and Costa Dias (2009),

Gardner, Thakral, Tô, and Yap (2023), and Borusyak, Jaravel, and Spiess (2024)); that is,

Yit(0) = θt + ηi + eit,

where θt is a time fixed effect, ηi is time-invariant unobserved heterogeneity (i.e., an individual fixed

effect), and eit are idiosyncratic, time-varying unobservables.4 The unconditional parallel trends as-

sumption holds in this model for untreated potential outcomes under the condition that E[∆et|D =

1] = E[∆et|D = 0] for all time periods. However, this setting allows ηi to be distributed differently

between the treated and untreated group and does not impose any modeling assumptions on treated

potential outcomes. Notice that this argument relies crucially on the additive separability of ηi.

As discussed above, the econometrics literature on difference-in-differences often considers the case

where the parallel trends assumption is invoked conditional on time-invariant covariates. In that case,

the analogous model for untreated potential outcomes is given by

Yit(0) = gt(Zi) + ηi + eit,

where the distribution of η can vary across treated and untreated groups (as well as vary with Z) and the

conditional parallel trends assumption holds under the condition that E[∆et|Z,D = 1] = E[∆et|Z,D =

0] (see, for example, Heckman, Ichimura, and Todd (1997) for a discussion of this kind of model).5 As

in the unconditional model above, the key condition on this model is the additive separability of η,

while the effect of the time-invariant covariate Z on untreated potential outcomes can be quite general

4To be clear on notation, throughout the paper, we use θt and ηi (and similar notation) as generic notation for time
and unit fixed effects, and these are not the same as the corresponding terms in Equation (1).

5To see this, notice that E[∆Yt(0)|Z,D = 1] = gt(Z) − gt−1(Z) = E[∆Yt(0)|Z,D = 0] which implies that conditional
parallel trends holds.
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and vary over time (in fact, if its effect does not vary over time, there is no need to include Z in the

parallel trends assumption as its influence on the outcome is absorbed into the unit fixed effect η).

In this setup, the main challenge for implementing the identification strategy is estimating gt(z). A

natural way to proceed is to parameterize the model as

Yit(0) = θt + Z ′
iδt + ηi + eit.

which further implies that ATT = E[∆Yt|D = 1] −
(
θ̃t − E[Z|D = 1]′δ̃t

)
where θ̃t := θt − θt−1 and

δ̃t := (δt − δt−1) which can both be consistently estimated from the regression of ∆Yt on Z using only

observations from the untreated group.6

Given the discussion above with time-invariant covariates in the parallel trends assumption, when,

instead, the parallel trends assumption is invoked conditional on both time-varying covariates and

time-invariant covariates, the natural motivating model is

Yit(0) = gt(Zi, Xit) + ηi + eit,

which implies that

∆Yit(0) = gt(Zi, Xit) − gt−1(Zi, Xit−1) + ∆eit.

The same sorts of arguments as above imply that the conditional parallel trends assumption in Assump-

tion 3 holds given this model for untreated potential outcomes. Similar to the previous case, the main

practical challenge is that gt(z, xt) is likely to be difficult to estimate nonparametrically, and a natural

way to parameterize this model is

Yit(0) = θt + Z ′
iδt + X ′

itβt + ηi + eit. (3)

Taking first differences implies that

∆Yit(0) = θ̃t + Z ′
iδ̃t + ∆X ′

itβt + X ′
it−1β̃t + ∆eit, (4)

where β̃t := (βt − βt−1). In this model, the path of untreated potential outcomes can depend on time-

invariant covariates, the level of time-varying covariates, and how time-varying covariates change over

time. Because untreated potential outcomes are observed for the untreated group, the parameters in the

model above can be recovered from a regression of the change in outcomes over time on time-invariant

covariates, the change in time-varying covariates, and the level of the time-varying covariates in the

pre-treatment period using data from the untreated group.

Equation (4) provides a natural baseline model for the path of untreated potential outcomes. It

provides a direct way to implement the conditional parallel trends assumption in Assumption 3 if one

is willing to assume linearity. However, we show below that interpreting α in the TWFE regression,

even as a weighted average of causal effect parameters, requires additional restrictions on this model—

6This is closely related to regression adjustment estimators (see, for example, Heckman, Ichimura, Smith, and Todd
(1998), Imbens and Wooldridge (2009), and Sant’Anna and Zhao (2020) for related discussion).
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particularly, that βt and δt do not vary over time. In this case, Equation (4) reduces to

∆Yit(0) = θ̃t + ∆Xitβ + ∆eit (5)

so that the path of untreated potential outcomes no longer depends on time-invariant covariates or

the level of time-varying covariates, embedding substantive restrictions on how covariates can affect

paths of untreated potential outcomes over time and, effectively, changing the identification strategy.

That the TWFE regression relies on auxiliary conditions such as these is an important drawback.

Heuristically, the hidden linearity bias that we emphasize below comes from relying on a restricted

model for untreated potential outcomes like the one in Equation (5) when the correct model is a more

flexible like the one in Equation (4). In contrast to the TWFE regression, the alternative estimators

that we propose in Section 6 explicitly include levels and changes in time-varying covariates as well as

time-invariant covariates and, hence, do not suffer from hidden linearity bias.

3 Interpreting TWFE Regressions

This section considers how to interpret α in the TWFE regression in Equation (1). We continue to

focus on the setting with two time periods where no one is treated in the first time period and where

some, but not all, units become treated in the second time period. This is a favorable setting for TWFE

regressions as it does not introduce well-known problems related to using already-treated units in the

comparison group (de Chaisemartin and D’Haultfœuille (2020) and Goodman-Bacon (2021)).

For interpreting the TWFE regression, many of our results involve linear projections. Let L(D|∆Xt∗)

denote the (population) linear projection of D on ∆Xt∗ .7 That is,

L(D|∆Xt∗) := ∆X ′
t∗E[∆Xt∗∆X ′

t∗ ]−1
E[∆Xt∗D] = ∆X ′

t∗γ

Similarly, for d ∈ {0, 1}, define

Ld(∆Yt∗ |∆Xt∗) := ∆X ′
t∗E[∆Xt∗∆X ′

t∗ |D = d]−1
E[∆Xt∗∆Yt∗ |D = d] = ∆X ′

t∗βd

which is the linear projection of ∆Yt∗ on ∆Xt∗ for the treated group (when d = 1) and for the untreated

group (when d = 0), respectively.

Notice that, with exactly two periods, it is helpful to equivalently re-write Equation (1) as

∆Yit∗ = αDi + ∆X ′
it∗β + ∆eit∗ (6)

We view Equation (6) as a linear projection model rather than a linear conditional expectation/structural

model, allowing for heterogeneous treatment effects. Our interest in this section is in determining what

kind of conditions are required to interpret α as the ATT or at least as a weighted average of some un-

7All of the linear projections in this section include an intercept—this involves a slight abuse of notation where, for
example, we augment ∆Xt∗ so that it includes an intercept in addition to the change in time-varying covariates over
time. Similarly, we also slightly abuse notation in Equation (6) by taking β to include an extra parameter in its first
position corresponding to the intercept. For all the results below that involve linear projections, we assume that they are
well-defined. This typically involves an extra assumption that a second-moment matrix, such as E[∆Xt∗∆X ′

t∗ ], is positive
definite. We provide the vast majority of our results in the paper in terms of population (rather than sample) quantities.
For expressions that only involve means and linear projections (which applies to many of our results below), analogous
results hold for the corresponding sample quantities.
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derlying treatment effect parameters. To start with, using well-known Frisch-Waugh-Lovell arguments,

notice that we can write

α = E

[
(D − L(D|∆Xt∗))∆Yt∗

E[(D − L(D|∆Xt∗))2]

]
(7)

Next, we provide our first main result on interpreting α in terms of underlying causal effect param-

eters along with some additional bias terms.

Theorem 1. Under Assumptions 1 to 3, α from Equation (6) can be expressed as

α = E

[
w(∆Xt∗)ATT (Xt∗ , Xt∗−1, Z)

∣∣∣D = 1
]

+E

[
w(∆Xt∗)

{(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] −E[∆Yt∗ |Xt∗ , Xt∗−1, D = 0]

)
(A)

+
(
E[∆Yt∗ |Xt∗ , Xt∗−1, D = 0] −E[∆Yt∗ |∆Xt∗ , D = 0]

)
(B)

+
(
E[∆Yt∗ |∆Xt∗ , D = 0] − L0(∆Yt∗ |∆Xt∗)

)}∣∣∣D = 1
]

(C)

where

w(∆Xt∗) :=
1 − L(D|∆Xt∗)

E[(1 − L(D|∆Xt∗))|D = 1]

which are weights that have the following properties: (i) E[w(∆Xt∗)|D = 1] = 1 and (ii) w(∆Xt∗) can

be negative if there exist values of ∆Xt∗ among the treated group such that L(D|∆Xt∗) > 1.

The result in Theorem 1 indicates that α is equal to a weighted average of underlying conditional

ATT s (we discuss the nature of the weights in more detail below) plus several undesirable bias terms.8

That w(∆Xt∗) has mean one suggests that these bias terms, in general, should be a first-order concern

for empirical researchers. This contrasts several recent papers on interpreting regressions in different

contexts where the regression coefficient ends up including bias terms but where the weights have

mean zero (e.g., Sun and Abraham (2021), de Chaisemartin and D’Haultfœuille (2023), and Goldsmith-

Pinkham, Hull, and Kolesár (2022)).

The bias in Term (A) arises because the regression in Equation (6) does not include time-invariant

covariates. This term suggests that failing to include time-invariant covariates in the TWFE regression

when the path of untreated potential outcomes actually depends on time-invariant covariates undesirably

contributes to how α is calculated. In our application to stand-your-ground laws, this type of bias term

could arise by failing to include state-level time-invariant covariates that affect the path of untreated

potential outcomes. A leading example would be failing to include a region indicator if trends in

homicides (absent the policy) are different across different regions of the country.9

8The proof of Theorem 1 (especially the parts concerning the weights) is mechanically related to work on interpreting
cross-sectional regressions under the assumption of unconfoundedness or other related settings (Angrist (1998), Aronow
and Samii (2016), S loczyński (2022), Ishimaru (2024), Goldsmith-Pinkham, Hull, and Kolesár (2022), Blandhol, Bonney,
Mogstad, and Torgovitsky (2022), and Hahn (2023)). The hidden linearity bias terms (discussed in detail below) that
show up in the expression for α are specific to the DiD setting that we consider here.

9As a point of clarification, it is common in empirical difference-in-differences applications that use state-level data to
include region-time fixed effects (i.e., to include a region indicator with a time-varying coefficient). This partially, though
not entirely, addresses the issues discussed in this section; see Wooldridge (2021, in particular, Equation 5.15 and the
discussion in Section 5.2). Perhaps a better example comes from DiD applications that use individual-level data where it
is less common to include time-invariant covariates with time-varying coefficients in the TWFE regression. For example, it
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Term (B) arises when the path of untreated potential outcomes depends on the levels of time-varying

covariates instead of only on the change in covariates over time. Together, we refer to Terms (A) and (B)

as hidden linearity bias. To motivate this, when a researcher estimates the model in Equation (6), they

likely realize that they are making linearity assumptions; on the other hand, it is also well-known that

regressions can still have good properties in this setting, such as being the best linear approximation

of a possibly nonlinear conditional expectation. This term indicates that an additional implication of

linearity is that the estimated model, as a by-product of differencing out the unit fixed effect, only ends

up including the change in the covariate over time. In the case where linearity is actually correct, then

there is no issue here. Still, if the model is viewed as an approximation, then an undesirable implication

of the TWFE model is that the researcher ends up only controlling for the change in the covariates over

time and does not explicitly control for the levels of the covariates. In the stand-your-ground application,

one of the covariates that Cheng and Hoekstra (2013) consider is a state’s population. Presumably, the

idea is to compare paths of outcomes for treated states with a high population to paths of outcomes for

untreated states that also have a high population (or, likewise, a middle or low population). However,

an implication of the TWFE regression is that, effectively, the researcher instead compares states that

have similar population changes over time. And, of course, states with similar changes in population

can be quite different in terms of the level of their populations.

Term (C) is non-zero when the conditional expectation of the change in untreated potential outcomes

conditional on covariates is nonlinear in the change in covariates over time. This type of linearity

condition is the one that researchers would likely suspect to be implicit in the TWFE regression. A

similar term shows up in cross-sectional settings with different papers discussing various conditions

under which it is equal to zero (Angrist (1998), Blandhol, Bonney, Mogstad, and Torgovitsky (2022),

and Hahn (2023)). In general, this term is non-zero, though it may be reasonable to hope that the

conditional expectation is close to being linear in many cases.

Next, we provide an additional assumption that serves to eliminate the bias terms discussed above.

Assumption 4 (Additional Assumptions to Rule Out Bias Terms).

(A) The path of untreated potential outcomes does not depend on time-invariant covariates. That is,

E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0] = E[∆Yt∗(0)|Xt∗ , Xt∗−1, D = 0]

(B) The path of untreated potential outcomes only depends on the change in time-varying covariates.

That is, E[∆Yt∗(0)|Xt∗ , Xt∗−1, D = 0] = E[∆Yt∗(0)|∆Xt∗ , D = 0]

(C) The path of untreated potential outcomes is linear in the change in time-varying covariates. That

is, E[∆Yt∗(0)|∆Xt∗ , D = 0] = L0(∆Yt∗ |∆Xt∗)

Theorem 2. Under Assumptions 1 to 3, and if, in addition, Assumption 4 also holds, then

α = E

[
w(∆Xt∗)ATT (Xt∗ , Xt∗−1, Z)

∣∣∣D = 1
]

is uncommon in labor economics to include a person’s race as a covariate in a TWFE regression because it does not vary
over time despite the fact that it seems likely that the path of many labor market outcomes depends on race.
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where the weights w(∆Xt∗) are the same ones defined in Theorem 1. If, in addition, ATT (Xt∗ , Xt∗−1, Z)

is constant across all values of (Xt∗ , Xt∗−1, Z), then

α = ATT

Theorem 2 provides sufficient conditions for α from Equation (6) to be equal to a weighted average

of conditional ATT s under the conditional parallel trends assumption in Assumption 3. The proof of

Theorem 2 is provided in Appendix A. The intuition for the result is that the conditions in Assumption 4

together imply that

E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] = L0(∆Yt∗ |∆Xt∗)

This is sufficient for the bias terms in Theorem 1 to be equal to 0, and, thus, α is equal to a weighted

average of ATT (Xt∗ , Xt∗−1, Z).

The result in Theorem 2 suggests several potential issues with the TWFE regressions as in Equa-

tion (6). First, the additional conditions in Assumption 4 are likely to be strong in many applications,

and, perhaps more importantly, empirical researchers do not typically acknowledge that these assump-

tions are embedded in the TWFE estimation strategies that are commonly used in empirical work.

Second, even if one is willing to maintain the additional assumptions in Assumption 4, α from the

TWFE regression is still hard to interpret for several reasons. To explain these reasons, first notice that

maintaining these additional assumptions in Assumption 4 implies that all of the weights, conditional

ATT s, and linear projections in the first part of Theorem 2 are identified and directly estimable. The

first possible issue with interpreting α is that, although the weights have mean one, it is possible

to have negative weights for some values of ATT (Xt∗ , Xt∗−1, Z). This can happen for values of the

covariates among the treated group where L(D|∆Xt∗) > 1. This is possible because L(D|∆Xt∗) is a

linear projection of a binary treatment on ∆Xt∗ , which is not restricted to be between 0 and 1. In

the literature, negative weights have often been emphasized as being particularly problematic (see, for

example, de Chaisemartin and D’Haultfœuille (2020) and Blandhol, Bonney, Mogstad, and Torgovitsky

(2022)). Blandhol, Bonney, Mogstad, and Torgovitsky (2022) refer to the class of parameters that can

be written as a weighted average of conditional treatment effects where the weights are non-negative

to be weakly causal ; and, for example, in the presence of negative weights, it is possible to come up

with examples where ATT (Xt∗ , Xt∗−1, Z) is positive for all values of the covariates, but α could be

negative due to the weighting scheme. In empirical work, estimating L(D|∆Xt∗) and checking if there

are negative weights is straightforward. Another issue is that, even if there are no negative weights, the

weights have a “weight-reversal” property (we adapt this terminology from S loczyński (2022) who points

out a related weighting issue in the context of unconfoundedness and cross-sectional data). Notice that

the ideal weighting scheme would be for w(∆X) to be uniformly equal to one—in which case, α = ATT .

Relative to this natural baseline, the weights in Theorem 2 indicate that α puts too much weight on

conditional ATT s for values of the covariates that are relatively uncommon among the treated group

relative to the untreated group and puts too little weight on conditional ATT s for values of the covariates

that are relatively common among the treated group relative to the untreated group.

Finally, if, in addition to all the previous conditions, conditional ATT s are constant across different
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values of the covariates, then α will be equal to the ATT . This is a treatment effect homogeneity

condition with respect to the covariates. It is somewhat weaker than individual-level treatment effect

homogeneity, and it allows for treatment effects to be systematically different for treated units relative

to untreated units. Instead, what it says is that, for the treated group, treatment effects cannot be

systematically different across different values of the covariates. However, this assumption is likely to

be extremely strong in most economic applications, and it is not commonly discussed/considered in

empirical work.

These results differ greatly from our earlier result on identifying the ATT in Equation (2). That

result did not require any of the additional assumptions in Assumption 4.

Remark 1 (Alternative conditions on the propensity score for interpreting α). One can also show that α

is equal to a weighted average of conditional ATT s under restrictions on the propensity score (rather than

restrictions onE[∆Yt(0)|Xt∗ , Xt∗−1, Z,D = 0] as above); namely, P(D = 1|Xt∗ , Xt∗−1, Z) = L(D|∆Xt∗).

See Angrist (1998), Aronow and Samii (2016), and S loczyński (2022) for results along these lines with

cross-sectional data under unconfoundedness. In Appendix SA.3 in the Supplementary Appendix, we

argue that, in the panel data context that we consider, linearity conditions are less plausible on the

propensity score than on the outcome models discussed above. Moreover, some leading cases where the

propensity score would be linear by construction in cross-sectional settings do not apply in our setting.

See the Supplementary Appendix for more details.

Remark 2 (Comparison to conditions for other estimation strategies). Interestingly, very similar re-

strictions as the ones discussed in Assumption 4 arise in some recently proposed “heterogeneity robust”

versions of difference-in-differences. For example, the imputation approaches proposed in Gardner,

Thakral, Tô, and Yap (2023) and Borusyak, Jaravel, and Spiess (2024) involve estimating the model

Yit(0) = θt + ηi + X ′
itβ + eit (see Gardner, Thakral, Tô, and Yap (2023, Eq. (7)) and Borusyak, Jar-

avel, and Spiess (2024, Eq. (5))) which, in the two-period context considered here, implicitly uses the

assumption that E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0] = L0(∆Yt∗ |∆Xt∗)—the same condition as implied

by Assumption 4. Alternatively, the regression adjustment version of Callaway and Sant’Anna (2021)

implicitly uses the assumption that E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0] = L0(∆Yt∗ |Xt∗−1, Z)—besides lin-

earity, this condition effectively says that the path of untreated potential outcomes does not depend on

Xt∗ once one controls for Xt∗−1 and Z. The estimators we propose below do not include either of these

types of auxiliary assumptions. See Appendix SC.1 in the Supplementary Appendix for a more detailed

discussion along these lines.

4 Covariate Balance Diagnostics

This section develops diagnostic tools for assessing covariate balance inherited from two different

estimation strategies. The first part of this section considers diagnostics for the TWFE regression in

Equation (6). The second part of this section considers diagnostics of augmented inverse propensity

score weighting (AIPW) estimators of the ATT under conditional parallel trends along the lines of the

alternative estimators we propose later in the paper.
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4.1 TWFE Diagnostics

Theorem 1 highlights several potential sources of bias from using the TWFE regression in Equa-

tion (6). In this section, we consider the problem of quantitatively assessing how much these bias

terms matter in practice. This is not an easy task as the conditional expectations in Terms (A)-(C) of

Theorem 1 are challenging to estimate without imposing additional functional form assumptions. The

misspecification bias terms in Terms (A)-(C) amount to violations of linearity that come from differ-

ences between E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] and L0(∆Yt∗ |∆Xt∗). Below, we propose a simple approach

to assess the sensitivity of α from the TWFE regression to possible violations of this linearity condition.

To motivate the results in this section, notice that if we could find “balancing weights” ϑ0(Xt∗ , Xt∗−1, Z)

that re-weight the untreated group such that it has the same distribution of (Xt∗ , Xt∗−1, Z) as the treated

group, then it would be the case that

E[∆Yt∗(0)|D = 1] = E

[
E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0]

∣∣D = 1
]

= E

[
ϑ0(Xt∗ , Xt∗−1, Z)E[∆Yt∗(0)|Xt∗ , Xt∗−1, Z,D = 0]

∣∣D = 0
]

= E[ϑ0(Xt∗ , Xt∗−1, Z)∆Yt∗ |D = 0]

and, therefore, that we could recover ATT = E[∆Yt∗ |D = 1] − E[ϑ0(Xt∗ , Xt∗−1, Z)∆Yt∗ |D = 0]. In

other words, if we could balance the distribution of covariates for the untreated group relative to the

treated group, then we could recover the path of untreated potential outcomes for the treated group

by looking at the mean path of outcomes for the untreated group after it has been re-weighted to have

the same distribution of covariates as the treated group. These sorts of balancing weights are related to

a large number of weighting estimators. For example, the weights from propensity score re-weighting

satisfy this property (Rosenbaum and Rubin (1983) and Hirano, Imbens, and Ridder (2003)). Other

examples include entropy balancing (Hainmueller (2012)) and covariate balancing propensity score (Imai

and Ratkovic (2014)).

One useful property of balancing weights that we exploit heavily below is that they balance functions

of the covariates across groups. That is, for some function of the covariates g,

E[g(Xt∗ , Xt∗−1, Z)|D = 1] = E[ϑ0(Xt∗ , Xt∗−1, Z)g(Xt∗ , Xt∗−1, Z)|D = 0] (8)

Equation (8) can be used to validate particular balancing estimators. For example, if one estimates the

propensity score in the propensity score re-weighting balancing weights using a logit or probit model,

then it is fairly common for researchers to check that the analog of Equation (8) actually does balance

observed covariates across groups. For approaches like entropy balancing and the covariate balancing

propensity score that explicitly balance certain functions of the covariates, it is relatively common to

check if the weights balance higher-order terms or interactions that were not explicitly balanced.

Returning to α from the TWFE regression, one useful insight is that it can be written as a re-

weighting estimator. Starting from the expression in Equation (7), it follows from the law of iterated

expectations that

α = E[w1(∆Xt∗)∆Yt∗ |D = 1] −E[w0(∆Xt∗)∆Yt∗ |D = 0] (9)
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where

w1(∆Xt∗) =
π(1 − L(D|∆Xt∗))

E[(D − L(D|∆Xt∗))2]
and w0(∆Xt∗) =

(1 − π)L(D|∆Xt∗)

E[(D − L(D|∆Xt∗))2]

where we define π := P(D = 1). We refer to the weights wd(∆Xt∗) as implicit regression weights below.

Notice that these weights are simple to calculate, as the most complicated terms are linear projections.

And, to be clear, applying these weights to the path of outcomes separately for the treated group

and untreated group recovers α from the TWFE regression. Building on the intuition for weighting

estimators discussed earlier in this section, the diagnostics we propose in this section come from applying

these weights to functions of the covariates to check how well the weights balance the covariates across

groups. In the context of cross-sectional data under the assumption of unconfoundedness, Aronow and

Samii (2016) and Chattopadhyay and Zubizarreta (2023) derive related weights and discuss a number

of properties of these types of weights. For our purposes, the most notable property is that these

weights will balance (in mean) the covariates that show up in the regression; thus, in our case, they will

balance ∆Xt∗ across groups. See Proposition S3 in the Supplementary Appendix for a more detailed

explanation of why this is the case.10 Although the weights balance the mean of ∆Xt∗ , they do not

necessarily balance the distribution/means of the levels of time-varying covariates (that is, Xt∗ or Xt∗−1)

or of time-invariant covariates Z. Thus, our strategy below is to assess the sensitivity of the TWFE

regression to violations of linearity by comparing terms such as

E[w1(∆Xt∗)Xt∗ |D = 1] to E[w0(∆Xt∗)Xt∗ |D = 0]

or E[w1(∆Xt∗)Xt∗−1|D = 1] to E[w0(∆Xt∗)Xt∗−1|D = 0]

or E[w1(∆Xt∗)Z|D = 1] to E[w0(∆Xt∗)Z|D = 0]

If these terms are all close to each other, it suggests that the implicit regression weights effectively

balance time-invariant covariates and the levels of time-varying covariates between the treated group

and untreated group, and, hence, that α from the TWFE regression is not much affected by hidden

linearity bias. On the other hand, if these terms are not close to each other, it suggests that α from the

TWFE regression could be sensitive to violations of linearity. And, to be precise, if linearity is exactly

correct, then failing to balance time-invariant covariates and the levels of time-varying covariates is a

non-issue; however, if the researcher mainly invokes a linear model for simplicity (and/or because of its

good approximation properties for conditional expectations), then large differences in the terms above

would suggest that the TWFE could perform poorly with respect to “controlling for” time-invariant

covariates and levels of time-varying covariates.

10It is also worth pointing out that, although the weights balance the mean of ∆Xt∗ , they balance with respect to a
different covariate profile than the one for the ATT ; for example, the correct weighting scheme for the ATT would have
w1(∆Xt∗) = 1 and w0(∆Xt∗) to be balancing weights such that applying them to the untreated group would re-weight
it to have the same distribution of ∆Xt∗ as for the treated group. Neither of these holds, and this suggests that, even if
the implicit TWFE weights did balance the distribution of covariates, it would still not be sufficient for α to be equal to
the ATT ; see Chattopadhyay and Zubizarreta (2023) for an extensive discussion of this property of the weights and an
explicit expression for the covariate profile for which the weights balance.
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Relationship to Strategies in Empirical Work

The ideas presented in this section are broadly similar to the idea of using covariates as outcomes

to assess balance, which is relatively common in empirical work in economics (see Pei, Pischke, and

Schwandt (2019) for a detailed discussion of this strategy). This approach is not feasible for assessing

balance with respect to covariates that do not vary over time or for time-varying covariates that are

included in the TWFE regression. Alternatively, some papers check for balance in terms of pre-treatment

characteristics (see, for example, Goodman-Bacon and Cunningham (2019, Table 3)). The working

paper version of Goodman-Bacon (2021) discusses comparing the averages of time-varying covariates

(including levels) for early, late, and never-treated groups (see, in particular, pp. 20-21 at http://

goodman-bacon.com/pdfs/ddtiming.pdf as well as Almond, Hoynes, and Schanzenbach (2011) and

Bailey and Goodman-Bacon (2015) as examples of empirical work using this sort of strategy). Relative

to these strategies, a main advantage of the weighting strategy discussed in this section is that one

can directly use the implicit regression weights from a main TWFE specification used in a particular

application and assess balance for functions of covariates that are included in the model.

4.2 AIPW Diagnostics

The main class of estimators that we suggest as alternatives to the TWFE regression are augmented

inverse propensity score weighting (AIPW) estimators. These estimators involve estimating both an

outcome regression model and a model for the propensity score. In this section, we introduce the

particular AIPW estimands that we consider. Following a similar motivation as in the previous section

for TWFE regressions, we recast our AIPW approach as a weighting estimator. Then, we can apply

these implicit AIPW weights to the covariates or functions of the covariates, thereby allowing us to

assess how well this estimation strategy balances covariate distributions for the treated and untreated

groups.11 As a step towards developing an AIPW estimator, it is a straightforward extension of the

identification results in Equation (2) to show that12

ATT = E

[
∆Yt∗ −E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

∣∣∣D = 1
]
−E

[
waipw

0

(
∆Yt∗ −E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

)∣∣∣D = 0
]

(10)

11The results in this section build on several recent papers that have shown that, at least in some important cases,
ostensible outcome models can often be reinterpreted as weighting estimators; these include Robins, Sued, Lei-Gomez, and
Rotnitzky (2007), Kline (2011), and Chattopadhyay and Zubizarreta (2023). The results in this section are most similar
to the ones in Chattopadhyay and Zubizarreta (2023). That paper considers the case with cross-sectional data under
unconfoundedness and provides a general result (Theorem 3) on re-formulating AIPW estimators as weighting estimators
in that context. Besides differences related to DiD relative to cross-sectional settings, there are still some differences
between our results in this section and their results. They mainly focus on ATE rather than ATT , though they briefly
mention how their results apply to the ATT in their Supplementary Appendix (see, in particular, the discussion on p.4).
That said, their expression for the weights differs conceptually from ours as our results depend to a large extent on linear
projections of odds ratios rather than adjusted differences in means of the covariates across groups. In addition, our
weights are slightly numerically different from the weights that we get when we use the lmw R package (Chattopadhyay,
Greifer, and Zubizarreta (2023)) in settings where the results are comparable. Finally, we provide a direct proof delivering
the implicit AIPW weights for the ATT rather than deriving it as a byproduct of a general result.

12Given the expression for ATT in Equation (2), deriving Equation (10) follows from the same line of argument as
other AIPW estimators (Robins, Rotnitzky, and Zhao (1994), S loczyński and Wooldridge (2018), and Sant’Anna and
Zhao (2020)): the first term is equal to the ATT by Equation (2), and the second term is equal to zero by the law of
iterated expectations.
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where13

waipw
0 :=

ϖaipw
0

E[ϖaipw
0 |D = 0]

with ϖaipw
0 :=

(1 − π)p(Xt∗ , Xt∗−1, Z)

π
(
1 − p(Xt∗ , Xt∗−1, Z)

)
What is interesting and useful about this expression for the ATT arises in estimation. To esti-

mate the ATT based on this expression requires first-step estimation of E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

and p(Xt∗ , Xt∗−1, Z). In this section, we specify a linear working model, L0(∆Yt∗ |Xt∗ , Xt∗−1, Z), for

E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]. Similarly, let p̃(Xt∗ , Xt∗−1, Z) denote a working model for p(Xt∗ , Xt∗−1, Z);

leading choices include a logit or probit model, but there are other possibilities.14 We allow for the pos-

sibility that either or both of these models are misspecified. Given these working models for the outcome

regression and the propensity score, we define

ÃTT = E

[
∆Yt∗ − L0(∆Yt∗ |Xt∗ , Xt∗−1, Z)

∣∣∣D = 1
]
−E

[
w̃aipw

0

(
∆Yt∗ − L0(∆Yt∗ |Xt∗ , Xt∗−1, Z)

)∣∣∣D = 0
]

(11)

where

w̃aipw
0 :=

ϖ̃aipw
0

E[ϖ̃aipw
0 |D = 0]

with ϖ̃aipw
0 :=

(1 − π)p̃(Xt∗ , Xt∗−1, Z)

π
(
1 − p̃(Xt∗ , Xt∗−1, Z)

)
ÃTT is an AIPW working model estimand corresponding to the expression for ATT in Equation (10)

but with working models replacing the outcome regression and propensity score. The sample analog

of ÃTT is doubly robust, in the sense that ÃTT = ATT if either E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] =

L0(∆Yt∗ |Xt∗ , Xt∗−1, Z) or p(Xt∗ , Xt∗−1, Z) = p̃(Xt∗ , Xt∗−1, Z), (i.e., if either the outcome regression

model or the propensity score model is correctly specified). The following proposition shows that ÃTT

can be written as a re-weighting estimator.

Proposition 1. To conserve on notation, let X = (Xt∗ , Xt∗−1, Z). Define γ0 as the linear projection

coefficient from projecting p(X)/
(
1−p(X)

)
on X; similarly define γ̃0 as the linear projection coefficient

from projecting p̃(X)/
(
1 − p̃(X)

)
on X. Then, under Assumptions 1 to 3,

ÃTT = E

[
ϑaipw
1 ∆Yt∗

∣∣∣D = 1
]
−E

[
ϑaipw
0 ∆Yt∗

∣∣∣D = 0
]

where ϑaipw
1 and ϑaipw

0 are weights which are defined as

ϑaipw
1 := 1 and ϑaipw

0 := w̃aipw
0 +

γ′0X

E[γ′0X|D = 0]
− γ̃′0X

E[γ̃′0X|D = 0]

where E[ϑaipw
1 |D = 1] = E[ϑaipw

0 |D = 0] = 1 (i.e., the weights have mean one). It is possible for ϑaipw
0

to be negative for some values of X. In addition, the weights satisfy the following covariate balancing

13All of the weights in this section are functions of (Xt∗ , Xt∗−1, Z), but we omit this dependence to conserve on notation.
14To be clear, the proof of Proposition 1 does not require any substantive restrictions on the model for the propensity

score, but it does use linearity of the outcome regression model. That said, the outcome regression model could include
interactions, higher order terms, etc.
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properties

E[ϑaipw
0 Xt∗ |D = 0] = E[Xt∗ |D = 1]

E[ϑaipw
0 Xt∗−1|D = 0] = E[Xt∗−1|D = 1]

E[ϑaipw
0 Z|D = 0] = E[Z|D = 1]

Proposition 1 shows that the AIPW working model estimand in Equation (11) can be re-formulated

as a weighting estimator. It is possible for the weights to be negative; in applications, it is straightforward

to calculate the sample analog of the weights.15 The main takeaway from Proposition 1 is that, unlike the

implicit TWFE weights discussed above, the implicit AIPW weights balance the levels of time-varying

covariates and time-invariant covariates across groups.

Remark 3 (Regression adjustment and IPW as special cases of AIPW). Two special cases of the AIPW

working model estimand discussed above are worth mentioning. If we set p̃(Xt∗ , Xt∗−1, Z) = π (this

amounts to “not including any covariates in the propensity score working model”), then the second

term in Equation (11) is equal to zero, and the expression for ÃTT reduces to a regression adjustment

estimand. Similarly, if we do not include any covariates in the outcome regression model, ÃTT becomes

the inverse propensity score weighting (IPW) estimand. This means that our results in this section also

cover those two cases.16

5 Multiple Periods and Variation in Treatment Timing

The above discussion has focused on the setting with exactly two periods. In this section, we expand

those arguments to the case where there are more time periods and where there can be variation in

treatment timing across different units. This setting is common in empirical work in economics and has

been studied in several recent papers (de Chaisemartin and D’Haultfœuille (2020), Goodman-Bacon

(2021), Callaway and Sant’Anna (2021), and Sun and Abraham (2021), among others). The proofs of

all of the results in this section are provided in Appendix SB in the Supplementary Appendix.

We need to introduce some more notation and assumptions for the arguments in this section. First,

let T denote the number of time periods. In this section, we allow for T to be larger than two, but we

focus on “short” panels where T is considered to be fixed.

Assumption MP-1 (Staggered Treatment Adoption). For all units and time periods t = 2, . . . , T ,

Dit−1 = 1 =⇒ Dit = 1.

15To see that all of the components ϑaipw
0 can be calculated easily, notice that the first and third term only depend

on p̃(Xt∗ , Xt∗−1, Z), which comes from the proposed model for the propensity score. The second term is less obvious as
it depends on p(Xt∗ , Xt∗−1, Z), the actual (unknown) propensity score. However, the proof of Proposition 1 shows that

γ0 =
π

1 − π
E[XX ′|D = 0]−1

E[X|D = 1], see in particular Equation (S1) in the proof of Lemma 3 in Appendix SA in the

Supplementary Appendix, which can be directly estimated.
16More generally, suppose that one includes the covariates Xor := Cor(Xt∗ , Xt∗−1, Z) in the working outcome regression

model, and the covariates Xps := Cps(Xt∗ , Xt∗−1, Z) in the working model for the propensity score (where Cor and Cps

are functions that could include subsets of the covariates, higher order terms, interactions, etc.), then the results in
Proposition 1 continue to apply with p̃(Xps) replacing p̃(Xt∗ , Xt∗−1, Z), p(Xor) replacing p(Xt∗ , Xt∗−1, Z), and all linear
projections being on Xor rather than on X.
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Assumption MP-1 says that once a unit becomes treated in one period, it remains treated in subse-

quent periods. Under Assumption MP-1, a unit’s entire sequence of treatments is fully characterized by

its “group” where group refers to the time period when the unit became treated. Let Gi denote a unit’s

group and denote the full set of groups by G ⊆ {2, . . . , T + 1}. This notation implicitly drops units that

are already treated in the first period. We also use the convention of setting Gi = T + 1 among units

that do not participate in the treatment in any period from 2, . . . , T ,17 and we define Ḡ := G \ {T + 1}
as the set of groups that participate in the treatment in any period. It is also convenient to define a

binary indicator of being in the never-treated group: let Ui = 1 for units that never participate in the

treatment and Ui = 0 otherwise.

Let Yit denote the observed outcome for unit i in time period t. Given Assumption MP-1, we define

potential outcomes based on a unit’s group; that is, let Yit(g) denote the potential outcome for unit i in

time period t if it were in group g. In terms of potential outcomes, the observed outcome is Yit = Yit(Gi).

In other words, the observed outcome is the potential outcome according to unit i’s actual group. To

make the notation more transparent, we also define Yit(0) to be unit i’s potential outcome in time period

t if it never participated in the treatment. We make the following assumption.

Assumption MP-2 (No-Anticipation). For t < Gi (i.e., pre-treatment periods for unit i), Yit = Yit(0).

Assumption MP-2 says that, in periods before a unit is treated, its observed outcomes are un-

treated potential outcomes. This rules out that the treatment affects outcomes in periods before the

treatment actually occurs. Next, define Xit to be a k × 1 vector of time-varying covariates, and let

Xi := (X ′
i1, X

′
i2, . . . , X

′
iT )′ denote the Tk × 1 vector that stacks the time-varying covariates across

periods. Finally, we continue to use Zi to denote an l × 1 vector of time-invariant covariates.

Assumption MP-3 (Multi-Period Sampling). The observed data consists of

{Yi1, . . . , YiT , Xi1, . . . , XiT , Zi, Gi}ni=1 which are independent and identically distributed.

Assumption MP-4 (Multi-Period Overlap). There exists some ϵ > 0 such that, for all g ∈ G, P(G =

g) > ϵ and P(U = 1|X, Z) > ϵ.

Assumption MP-5 (Multi-Period Parallel Trends). For t = 2, . . . , T and for all g ∈ G,

E[∆Yt(0)|X, Z,G = g] = E[∆Yt(0)|X, Z]

Assumptions MP-3 to MP-5 extend Assumptions 1 to 3 to a setting with more than two time periods

and variation in treatment timing. The setup and assumptions considered here are standard in the DiD

literature. We discuss common, empirically relevant extensions in Appendix SC.2 in the Supplementary

Appendix.

17In the literature, it is somewhat more common to set Gi = ∞ for never-treated units. Either convention is essentially
arbitrary, but setting Gi = T + 1 unifies some of the notation for the TWFE decomposition results presented below.
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5.1 Identification

For identification, following Callaway and Sant’Anna (2021), Wooldridge (2021) and several other

papers, we target identifying group-time average treatment effects, which are defined as

ATT (g, t) := E[Yt(g) − Yt(0)|G = g]

ATT (g, t) is the average treatment effect for group g in period t. We also define the conditional-on-

covariates version of group-time average treatment effects

ATTg,t(x, z) := E[Yt(g) − Yt(0)|X = x, Z = z,G = g]

Next, we provide an identification result.

Proposition 2. Under Assumptions MP-1 to MP-5, for t ≥ g,

ATTg,t(X, Z) = E[Yt − Yg−1|X, Z,G = g] −E[Yt − Yg−1|X, Z, U = 1]

and

ATT (g, t) = E[ATTg,t(X, Z)|G = g]

= E[Yt − Yg−1|G = g] −E

[
E[Yt − Yg−1|X, Z, U = 1]

∣∣∣G = g
]

The proof of Proposition 2 is provided in Appendix SB.1 in the Supplementary Appendix—it closely

mimics the identification result for ATT (g, t) in Callaway and Sant’Anna (2021) except for that some

of the covariates can be time-varying. It generalizes the result in Equation (2) from a setting with two

time periods to one with staggered treatment adoption. Proposition 2 says that conditional group-time

average treatment effects are identified in the setting considered in this section and are equal to the

mean path of outcomes between (g−1) (which is the most recent pre-treatment period for group g) and

period t conditional on both time-varying and time-invariant covariates for group g relative to the same

path of outcomes for never-treated units.18 The second part of the result says that ATT (g, t) can be

recovered by averaging ATTg,t(X, Z) over the distribution of time-varying and time-invariant covariates

for group g.

Group-time average treatment effects are important building blocks for our results below on inter-

preting TWFE regressions. However, unlike α from the TWFE regression in Equation (1), they are

functional parameters in the sense that they can vary arbitrarily across g and t. Therefore, it is more

natural to compare α from the TWFE regression to an aggregated causal effect parameter; in particular,

we consider the following overall average treatment effect on the treated parameter

ATT o := E

[
Ȳ post − Ȳ (0)post

∣∣U = 0
]

18The same set of assumptions also rationalize using different comparison groups such as the not-yet-treated group (i.e.,
where the comparison group is defined by Dt = 0 rather than U = 1). See Callaway (2023) for a related discussion.
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where, for units that ever participate in the treatment, we define

Ȳ post
i :=

1

T −Gi + 1

T∑
t=Gi

Yit and Ȳi(0)post :=
1

T −Gi + 1

T∑
t=Gi

Yit(0)

which are the average observed outcome and average untreated potential outcome, respectively, across

unit i’s post-treatment time periods. Thus, ATT o is the average treatment effect across the population

that participates in the treatment in any time period. It is straightforward to show that

ATT o =
∑
g∈Ḡ

T∑
t=g

wo(g, t)ATT (g, t) (12)

where wo(g, t) := p̄g/(T − g + 1) and p̄g := P(G = g|G ∈ Ḡ), which is the probability of being in group

g conditional on being among the set of groups that ever participates in the treatment.19

5.2 TWFE Decomposition

Next, we provide a decomposition of α from Equation (1) but in the case considered in this section

with more than two time periods and staggered treatment adoption. The discussion below often uses

double-demeaned random variables (i.e., transformed random variables that have had unit and time

fixed effects removed); for example, we define Ÿit := Yit − Ȳi − E[Yt] +
1

T

T∑
s=1

E[Ys]. We focus on

estimating α from Equation (1) by fixed effects estimation. Thus, after applying the double-demeaning

transformation, we ultimately use the following estimating equation for α:

Ÿit = αD̈it + Ẍ ′
itβ + ëit (13)

Before providing our main results, we need to introduce some more notation. First, notice that a unit’s

group fully determines D̈it; i.e., D̈it = h(Gi, t) where

h(g, t) := 1{t ≥ g} − T − g + 1

T
−E[Dt] +

1

T

T∑
s=1

E[Ds]

Next, building on the notation in the main text, define the population linear projection of D̈it on Ẍit as

L(D̈t|Ẍt) = Ẍ ′
tE

[
1

T

T∑
s=1

ẌsẌ
′
s

]−1

E

[
1

T

T∑
s=1

ẌsD̈s

]
=: Ẍ ′

tΓ

Next, define the population linear projection of (Yit-Yig−1) on (Xit-Xig−1) using the never-treated group

L0

(
Yt-Yg−1

∣∣Xt-Xg−1

)
=: λ0,t,g−1 +

(
Xt-Xg−1

)′
Λ0,t,g−1

where λ0,t,g−1 is the intercept and Λ0,t,g−1 is the slope coefficient, both of which can vary by the period

t and the base period (g − 1). Furthermore, define Λ0 as the vector of coefficients from a TWFE

19There are a number of other interesting aggregated parameters that show up in the literature. Besides ATT o, the
leading example is the event study, though several others are discussed in Callaway and Sant’Anna (2021). We discuss
event studies in particular in more detail in Remark S9 in the Supplementary Appendix, and our provided code can
immediately be used to produce event studies.
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regression of Yit on Xit using only the never-treated group (see Equation (S5) in Appendix SB.1 in the

Supplementary Appendix for the complete expression), and define λt := E[Yt −X ′
tΛ0|U = 1].

An important first step for many of our results below is to re-write α as

α =

1

T

T∑
t=1

E

[
(D̈t − Ẍ ′

tΓ)Ÿt

]
1

T

T∑
t=1

E

[
(D̈t − Ẍ ′

tΓ)2
] (14)

which holds from using Frisch-Waugh-Lovell arguments. We start by providing a decomposition of α.

Proposition 3. Under Assumptions MP-1, MP-3 and MP-4,

α =
∑
g∈Ḡ

T∑
t=g

E

[
wtwfe

g,t (Ẍt)
(
E[Yt-Yg−1|X, Z,G=g] −E[Yt-Yg−1|X, Z, U=1]

)∣∣∣G = g
]

(A)

+
∑
g∈Ḡ

T∑
t=g

E

[
wtwfe

g,t (Ẍt)
{
E[Yt-Yg−1|X, Z, U=1] −

(
(λt − λg−1) + (Xt-Xg−1)′Λ0

)}∣∣∣G = g
]

(B)

+
∑
g∈Ḡ

g−1∑
t=1

E

[
wtwfe

g,t (Ẍt)
(
E[Yt-Yg−1|X, Z,G=g] −E[Yt-Yg−1|X, Z, U=1]

)∣∣∣G = g
]

(C)

+
∑
g∈Ḡ

g−1∑
t=1

E

[
wtwfe

g,t (Ẍt)
{
E[Yt-Yg−1|X, Z, U=1] −

(
(λt − λg−1) + (Xt-Xg−1)′Λ0

)}∣∣∣G = g
]

(D)

where

wtwfe
g,t (Ẍt) :=

(
h(g, t) − Ẍ ′

tΓ
)
πg∑

l∈Ḡ

T∑
s=l

E

[(
h(l, s) − Ẍ ′

isΓ
)∣∣∣G = l

]
πl

which have the following properties

(i)
∑
g∈Ḡ

T∑
t=g

E

[
wtwfe

g,t (Ẍt)
∣∣∣G = g

]
= 1 and

∑
g∈G

g−1∑
t=1

E

[
wtwfe

g,t (Ẍt)
∣∣∣G = g

]
= −1.

(ii) It is possible for wtwfe
g,t (Ẍt) to be negative for some values of Ẍt with g ∈ Ḡ and t ∈ {1, . . . , T}.

Proposition 3 is a main result in this part of the paper. It provides a decomposition of α from Equa-

tion (1) in a setting with staggered treatment adoption. It is a decomposition in the sense that it only

relies on regularity assumptions and does not invoke identification assumptions such as parallel trends

or no-anticipation. Terms (A)-(D) differ along two dimensions. First, Terms (A) and (B) involve post-

treatment periods only, while Terms (C) and (D) involve only pre-treatment periods. Second, Terms (A)

and (C) involve differences between conditional expectations of paths of outcomes between group g and

the never-treated group. Once we invoke parallel trends and no-anticipation, these expressions in Term

(A) will become group-time average treatment effects, while the expressions in Term (C) will be equal

to zero (more details below). Term (C) involves violations of parallel trends in pre-treatment periods,

which, as can be seen from the proposition, will contribute to our eventual estimate of α. Terms (B) and
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(D) are post-treatment and pre-treatment misspecification bias terms, respectively; these terms include

hidden linearity bias terms similar to the ones we emphasized in the two-period case. We consider these

in substantially more detail below. That the weights on Term (B) sum to one (as opposed to, say, zero)

indicates that the importance/magnitude of misspecification bias is on par with the magnitude of the

treatment effects themselves. That the weights on Terms (C) and (D) are negative arises because these

are pre-treatment periods and, hence, “comparison periods”. That these weights sum to negative one

indicates that pre-treatment violations of parallel trends and pre-treatment misspecification bias are as

important for the resulting estimate of α as the treatment effects themselves.

Next, we add the assumptions of parallel trends and no-anticipation. To conserve on notation, define

ξt,g−1(X, Z) := E[Yt-Yg−1|X, Z, U=1] −
(

(λt − λg−1) + (Xt-Xg−1)
′Λ0

)
which corresponds to the underlying components of the misspecification bias terms in Terms (B) and

(D) in Proposition 3.

Theorem 3. Under Assumptions MP-1 to MP-5,

α =
∑
g∈Ḡ

T∑
t=g

E

[
wtwfe

g,t (Ẍt)
(
ATTg,t(X, Z) + ξt,g−1(X, Z)

)∣∣∣G = g
]

+
∑
g∈Ḡ

g−1∑
t=1

E

[
wtwfe

g,t (Ẍt)ξt,g−1(X, Z)
∣∣∣G = g

]

The weights are the same as in Proposition 3 and satisfy the same properties.

Theorem 3 shows, when we additionally invoke the parallel trends assumption and no-anticipation

assumption, that α from the TWFE regression in Equation (1) is equal to a weighted average of

conditional-on-covariates group-time average treatment effects plus two misspecification bias terms that

are unaffected by parallel trends and no-anticipation. This result is analogous to (and extends) the result

in Theorem 1 in the case with exactly two periods. Like the earlier case, the weights on conditional

group-time average treatment effects are (i) driven by the estimation method and (ii) can be negative.

Next, we provide a result that decomposes the misspecification bias terms in Theorem 3.

Proposition 4. Under Assumptions MP-1 to MP-5, the misspecification bias terms in Proposition 3

and Theorem 3 can be decomposed as

ξt,g−1(X, Z) = E[Yt-Yg−1|X, Z, U=1] −E[Yt-Yg−1|X, U=1]
)

(MB-1)

+
(
E[Yt-Yg−1|X, U=1] −E[Yt-Yg−1|Xt, Xg−1, U=1]

)
(MB-2)

+
(
E[Yt-Yg−1|Xt, Xg−1, U=1] −E[Yt-Yg−1|(Xt-Xg−1), U=1]

)
(MB-3)

+
(
E[Yt-Yg−1|(Xt-Xg−1), U=1] −

(
λ0,t,g−1 + (Xt-Xg−1)

′Λ0,t,g−1

))
(MB-4)

+
((

λ0,t,g−1 − (λt − λg−1)
)

+ (Xt-Xg−1)
′(Λ0,t,g−1 − Λ0)

)
(MB-5)

Next, we provide a discussion of the components of the misspecification bias terms in Proposition 4

along with a set of sufficient conditions to eliminate them from the expression for α in Theorem 3.

These conditions rationalize interpreting α from Equation (1) as a weighted average of ATTg,t(X, Z). We

discuss these conditions in words below and state them formally in Assumption MP-6 in Appendix SB.1

in the Supplementary Appendix.
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Conditions to Eliminate Misspecification Bias

(1) The path of untreated potential outcomes does not depend on time-invariant covariates.

(2) The path of untreated potential outcomes does not depend on time-varying covariates in other

periods besides (g-1) and t.

(3) The path of untreated potential outcomes only depends on the change in time-varying covariates

between periods (g-1) and t.

(4) The path of untreated potential outcomes is linear in the change in time-varying covariates.

(5) The effect of the change in time-varying covariates over time on the path of untreated potential

outcomes is constant across time periods.

Each condition serves to set the corresponding term in Proposition 4 equal to 0. Conditions (1)-(3)

are all required to deal with the multiple-period version of hidden linearity bias: that transforming the

model to eliminate the unit fixed effect also changes the functional form of the time-varying covariates

and eliminates the time-invariant covariates, and, hence, effectively results in changing the parallel

trends assumption. Condition (4) is a linearity condition, similar to Condition (C) in Assumption 4

in the two-period case. As discussed earlier, this is an expected/natural condition, given that we are

considering the properties of a linear model. Condition (5) does not have an immediate analog from

the two-period case. It says that, while the path of untreated potential outcomes can depend on the

magnitude of changes of time-varying covariates over time, the effect of a specific change in the covariates

should not vary across time periods. A good alternative way to view these conditions is as restrictions

on the linear model for untreated potential outcomes in Equation (3) considered in Section 2.2:

Yit(0) = θt + ηi + Z ′
iδt + X ′

itβt + eit. (15)

Condition (1) is satisfied if δt = δ. Conditions (2)-(5) are satisfied if, additionally, βt = β. Next, we

provide a result interpreting α from the TWFE regression under the additional assumptions that rule

out misspecification bias and additionally provide extra conditions for α to be equal to the ATT .

Theorem 4. Under Assumptions MP-1 to MP-5 and MP-6,

α =
∑
g∈Ḡ

T∑
t=g

E

[
wtwfe
g,t (Ẍt)ATTg,t(X, Z)

∣∣∣G = g
]

where the weights wtwfe
g,t (Ẍt) are the same ones as in Theorem 3. If, in addition, ATTg,t(X, Z) =

ATT (g, t), then

α =
∑
g∈Ḡ

T∑
t=g

{
E

[
wtwfe
g,t (Ẍt)

∣∣∣G = g
]
ATT (g, t)

}
If, in addition, ATTg,t(X, Z) = ATT , then

α = ATT

This result is the multiple period version of Theorem 2 from the earlier case with only two time

periods. The first part shows that, when one additionally includes the five conditions discussed above,
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α from the TWFE regression can be interpreted as a weighted average of conditional average treatment

effects. Even if these conditions hold, the weights on conditional ATT (g, t)s are (i) driven by the esti-

mation method, (ii) difficult to rationalize except under extra assumptions restricting treatment effect

heterogeneity, and (iii) as pointed out by de Chaisemartin and D’Haultfœuille (2020), the weights can

be negative. The second and third parts layer on additional restrictions on treatment effect heterogene-

ity. For the second part, even if ATTg,t(X, Z) does not vary across covariates (a very strong additional

condition), one will still recover weighted averages of ATT (g, t), the weights will still be difficult to

interpret, and the weights can still be negative. Finally, if we fully rule out any forms of systematic

treatment effect heterogeneity, then α will be equal to the ATT . The main takeaway from this result is

that, even if one is willing to make strong auxiliary assumptions about the path of untreated potential

outcomes as in Assumption MP-6, the weights on the conditional average treatment effects will still be

difficult to interpret and can be negative unless one is willing to impose additional assumptions that

sharply limit treatment effect heterogeneity.

Relationship to Other Papers The results in Theorems 3 and 4 are related to several other results

in the literature. Although they mainly consider interpreting TWFE regressions with multiple periods

and variation in treatment timing in a setting without covariates in the parallel trends assumption,

both de Chaisemartin and D’Haultfœuille (2020) and Goodman-Bacon (2021) include some results for

TWFE regressions that include time-varying covariates. Some of our results, particularly the first

part of Theorem 4, are closely related to Theorem S4 in Online Appendix 3.3 of de Chaisemartin and

D’Haultfœuille (2020). In that theorem, de Chaisemartin and D’Haultfœuille (2020) essentially take as a

starting point the combination of our Assumptions MP-5 and MP-6 and show that, under a conditional

parallel trends assumption that involves only changes in observed covariates and linearity assumptions

that their main results related to multiple periods and variation in treatment timing essentially continue

to apply. Our weights in Theorem 4 are the same as in that paper, though we expand it in important ways

by allowing for time-invariant covariates in the parallel trends assumption and by providing conditions

under which the expression for α can be simplified. Our results in Theorem 3 that provide possible

sources of misspecification bias are also new to the literature.

Goodman-Bacon (2021, Section 5.2) provides a decomposition of α into a “within” component

and “between” component. The between component arises due to variation in treatment timing and

can be expressed as an adjusted-by-covariates 2x2 difference-in-differences comparison.20 The within

component comes from variation in the covariates within a particular group and is, therefore, related to

our expression for α in the setting with only two time periods. Relative to Goodman-Bacon (2021), we

further decompose this type of term into several more primitive objects that highlight that researchers

should be careful in interpreting “within” components as averages of causal effects unless they are

willing to invoke extra assumptions. In work first made publicly available after the first version of

our paper, Lin and Zhang (2022) build on some of our results and the event study decomposition in

Sun and Abraham (2021) and show that an additional bias term can arise in event study regressions

20The main results in Goodman-Bacon (2021) (for the case without covariates) show that α from the TWFE regression
can be written as a weighted average of all possible 2x2 difference-in-differences type comparisons among groups whose
treatment status changes between two periods relative to groups whose treatment status does not change across periods.
The term discussed here is similar in spirit to these terms in the unconditional setting.
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that include time-varying covariates. Finally, Ishimaru (2022, Section 2.2), like de Chaisemartin and

D’Haultfœuille (2020), provides conditions under which TWFE regressions that include covariates can

be interpreted as weighted averages of underlying treatment effect parameters. These include a version

of conditional parallel trends that holds when one conditions on the change in covariates over time21

and an assumption on the linearity of the propensity score conditional on changes in observed covariates

over time.22

5.3 Covariate Balance Diagnostics with Multiple Periods

Next, we discuss how to extend our TWFE and AIPW diagnostics in Section 4 to settings with

multiple periods and variation in treatment timing. Similar to the case with two periods, the goal in

this section is to show that (i) α from the TWFE regression and ÃTT
aipw,o

from our AIPW estimator

can be recast as weighting estimators and then (ii) to apply the implicit weights to levels of the time-

varying covariates and the time-invariant covariates in order to understand how well each of these

balances covariates for treated groups relative to the never-treated group. As above, this provides a

way to assess the sensitivity of the TWFE regression to hidden linearity bias.

Toward this end (and like for the case with two periods), notice that if we could find balancing

weights that, for a particular group g in time period t, balance the distribution of the time-varying

and time-invariant covariates for the never-treated group relative to group g, then we could recover

ATT (g, t) by applying these weights to the path of outcomes for the never-treated group. In particular,

for some group g ∈ Ḡ and post-treatment time period t ≥ g, let ϑg,t(X, Z) denote balancing weights

that re-weight the never-treated group so that, after applying the weights, it has the same distribution

of (X, Z) as group g. Given these balancing weights and using very similar arguments as in Section 4,

one can show that

ATT (g, t) = E[Yt − Yg−1|G = g] −E[ϑg,t(X, Z)(Yt − Yg−1)|U = 1] (16)

and that

ATT o =
∑
g∈Ḡ

T∑
t=g

{
E

[
Yt − Yg−1

∣∣∣G = g
]
−E

[
ϑg,t(X, Z)(Yt − Yg−1)

∣∣∣U = 1
]}

wo(g, t) (17)

Equations (16) and (17) show that group-time average treatment effects and ATT o can, under condi-

tional parallel trends, be recovered by re-weighting the never-treated group to have the same distribution

of X and Z as each group.

21Ishimaru (2022) does point out that “conditioning on [changes in time-varying covariates] may not be sufficient to
make parallel trends plausible.”

22One way that the decomposition in Ishimaru (2022) is more general than the one in the current paper is that it does
not require the treatment to be binary. Ishimaru (2022) also considers an interesting extension on decomposing a modified
TWFE regression that additionally includes time-varying coefficients on time-varying coefficients. Based on his result,
it seems likely that this sort of regression would not suffer from issues related to parallel trends depending on the levels
of time-varying covariates rather than only changes in time-varying covariates over time. However, it appears that this
regression would still suffer from the other issues mentioned in this section; that said, this is a distinct (and much less
commonly used in empirical work) regression from the TWFE regression in Equation (1).
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Covariate Balance Diagnostics for TWFE Regressions

Next, we turn to reformulating the TWFE regression in Equation (1) as a weighting estimator. In

Proposition S7 in the Supplementary Appendix, we show that α can be rewritten in terms of implicit

regression weights. We show that

α =
∑
g∈Ḡ

T∑
t=g

w̄twfe(g, t)
{
E

[
w1,twfe

g,t (X, Z)(Yt − Yg−1)
∣∣∣G = g

]
−E

[
w0,twfe

g,t (X, Z)(Yt − Yg−1)
∣∣∣U = 1

]}
(18)

+
∑
g∈Ḡ

g−1∑
t=1

w̄twfe(g, t)
{
E

[
w1,twfe

g,t (X, Z)(Yt − Yg−1)
∣∣∣G = g

]
−E

[
w0,twfe

g,t (X, Z)(Yt − Yg−1)
∣∣∣U = 1

]}
+ r

where w̄twfe(g, t) := E[wtwfe
g,t (Ẍt)|G = g] and

w1,twfe
g,t (X, Z) :=

(D̈t − Ẍ ′
tΓ)

E[(D̈t − Ẍ ′
tΓ)|G = g]

and w0,twfe
g,t (X, Z) :=

(D̈t − Ẍ ′
tΓ)

E[(D̈t − Ẍ ′
tΓ)|U = 1]

and where r is a remainder term.23

AIPW Estimands with Multiple Periods

Next, we consider AIPW working model estimands for group-time average treatment effects and the

overall average treatment effect with multiple periods and variation in treatment timing. This is the

population version of our main alternative estimator to the TWFE regression; see the next section for

further details. Define the AIPW working model estimand for ATT (g, t) as

ÃTT
aipw

(g, t) = E

[
(Yt-Yg−1) − L0

g,t(Yt-Yg−1|X, Z)
∣∣∣G = g

]
−E

[
w̃0,aipw

g,t (X, Z)
(
(Yt-Yg−1) − L0

g,t(Yt-Yg−1|X, Z)
)∣∣∣U = 1

]
(19)

where L0
g,t(Yt-Yg−1|X, Z) is the projection of Yt-Yg−1 onto X and Z in the untreated group,24 and where

w̃0,aipw
g,t :=

ϖ̃0,aipw
g,t (X, Z)

E[ϖ̃0,aipw
g,t (X, Z)|U = 1]

and ϖ̃0,aipw
g,t (X, Z) =

π0p̃g,t(X, Z)

πg
(
1 − p̃g,t(X, Z)

)
where πg := P(G = g), π0 := P(U = 1), and p̃g,t(X, Z) denotes the probability limit of a working model

for the generalized propensity score

pg,t(X, Z) := P(G = g|X, Z,1{G = g} + U = 1)

23The remainder term is a byproduct of using (g − 1) as a base period in the decomposition of α presented here. In
the discussion after Proposition S7 in the Supplementary Appendix, we argue that this term is likely to be small in most
applications, and, indeed, in all of the diagnostics that we report in our application with multiple periods, this term is
negligible. We also provide a decomposition that uses period one as the base period that involves exactly the same weights
but does not include a remainder term in Proposition S6. Our reasons for preferring the decomposition using (g − 1) as
the base period are that (i) it allows for a direct comparison with the AIPW working model estimand discussed below,
where their differences are fully accounted for by differences in implicit weighting schemes and (ii) it allows us to quantify
how much pre-treatment violations of parallel trends contribute to α.

24We index L0
g,t(Yt-Yg−1|X, Z) by (g, t) to allow for this linear projection to include only a subset of the time-varying

covariates (see the next section for details), and this subset could change across groups and/or time periods. As for the
case with two periods, the main requirement is that the outcome regression working model be linear, though it can include
interactions and higher order terms.
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which is the conditional probability of being in group g conditional on being in group g or the never-

treated group. We index pg,t(X, Z) and p̃g,t(X, Z) by g and t to allow the generalized propensity score

and our working model for it to change across time periods, particularly with respect to which time-

varying covariates are included in the model. It is straightforward to see, along the lines of the case

with two time periods, that the sample analog of ÃTT
aipw

(g, t) is doubly robust for ATT (g, t) (see the

next section for more details). In addition, define

ÃTT
aipw,o

=
∑
g∈Ḡ

T∑
t=g

ÃTT
aipw

(g, t)wo(g, t) (20)

which is AIPW working model estimand for ATT o.

Covariate Balance Diagnostics for AIPW

Next, we show that ÃTT
aipw,o

can be rewritten in terms of weighted averages of paths of outcomes

over time for each group relative to the never-treated group. In particular, building on the arguments

from the two-period case discussed above, in Proposition S8 in the Supplementary Appendix, we show

that

ÃTT
aipw,o

=
∑
g∈Ḡ

T∑
t=g

wo(g, t)
{
E

[
ϑ1,aipw
g,t (X, Z)(Yt − Yg−1)

∣∣∣G = g
]
−E

[
ϑ0,aipw
g,t (X, Z)(Yt − Yg−1)

∣∣∣U = 1
]}

(21)

where wo(g, t) are the same weights as in ATT o above, and where

ϑ1,aipw
g,t (X, Z) := 1 and ϑ0,aipw

g,t (X, Z) := w̃aipw
g,t (X, Z) +

γ′g,tWg,t

E[γ′g,tWg,t|U = 1]
−

γ̃′g,tWg,t

E[γ̃′g,tWg,t|U = 1]

where Wg,t are the covariates used in L0
g,t(Yt-Yg−1|X, Z), γg,t is the linear projection coefficient from

projecting pg,t(X, Z)/(1−pg,t(X, Z)) on Wg,t, and γ̃g,t is the linear projection coefficient from projecting

p̃g,t(X, Z)/(1 − p̃g,t(X, Z)) on Wg,t.

Comparison of TWFE and AIPW Covariate Balance Properties

It is worthwhile to compare the covariate balancing properties from the TWFE regression to AIPW.

On the inside, both are weighted averages of the path of outcomes for group g relative to the untreated

group, where the weights depend on the covariates. All of these inner weights, both for TWFE and

AIPW, have mean one by construction. However, in practice, these covariate-specific weights can be

much different from each other. For one thing, the TWFE weights are regression-type weights that

only depend on transformed values of the time-varying covariates and not directly on the levels of

time-varying covariates or on time-invariant covariates at all. As formulated above, the implicit AIPW

weights will balance whatever covariates are included in Wg,t. As we discuss in Section 6, it may be

necessary in many applications to do some dimension reduction (so that Wg,t is of lower dimension than

(X, Z)), especially with respect to the time-varying covariates. Thus, for example, if one ultimately

estimates ATT (g, t) by AIPW including (Xt-Xg−1), Xg−1, and Z as covariates, then AIPW balances
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the covariates that are included in the model, but would not necessarily balance other transformations

of the time-varying covariates (e.g., this specification would not necessarily balance X̄). For another

difference, the inner weights balance towards different implied target populations. The AIPW weights

balance towards group g, the correct target population for ATT (g, t). On the other hand, the TWFE

effectively re-weights both group g and the never-treated group. In general, the inner implicit TWFE

weights or the inner implicit AIPW weights can be negative.

The outer weighting scheme is different, as the TWFE regression weights come from the group-

specific means of wtwfe
g,t (Ẍt) and the AIPW weights are the same as for ATT o. For TWFE, the outer

post-treatment weights sum to one, while the outer pre-treatment weights sum to negative one, which

holds by the same argument as in Proposition 3 above. Similarly, the TWFE regression can be affected

by violations of parallel trends in pre-treatment periods, while AIPW is not.

Like the case with two periods, one of our main interests in the application is to apply the implicit

TWFE and AIPW weights to the covariates themselves to assess their sensitivity to hidden linearity

bias. For example, in the application, we assess covariate balance by applying both sets of weights to

X̄ and Z to check how well TWFE and AIPW balance the covariates.

6 Alternative Estimation Strategies

This section discusses alternative estimation strategies that do not suffer from the limitations of

TWFE regressions discussed above. We mainly focus on the setting considered in Section 5 with

multiple periods and variation in treatment timing across units, noting that this case generalizes the

two-period case. First, we discuss AIPW estimators in this context. AIPW estimators are attractive

in the context that we consider, and many existing results are straightforward to adapt to our setting.

Second, from an empirical perspective, the main complication is that, with panel data and time-varying

covariates, the dimension of the covariates can be very large. We discuss several different dimension

reduction techniques in the second part of this section.

To start with, define mg,t(X, Z) := E[Yt(0) − Yg−1(0)|X, Z, U = 1]. We refer to mg,t(X, Z) as an

outcome regression model. We continue to use pg,t(X, Z) to denote the generalized generalized propen-

sity score. Let m̂g,t(X, Z) and p̂g,t(X, Z) denote estimators of mg,t(X, Z) and pg,t(X, Z), respectively.

Then, we consider AIPW estimators of ATT (g, t) of the form

ÂTT
aipw

(g, t) :=
1

n

n∑
i=1

(
ŵ1,aipw
g,t (Xi, Zi) − ŵ0,aipw

g,t (Xi, Zi)
)(

(Yt − Yg−1) − m̂g,t(Xi, Zi)
)

which, after slightly re-arranging terms, is the sample analog of Equation (19) (where here we also allow

for the possibility of a nonlinear model for the outcome regression), and where

ŵ1,aipw
g,t (Xi, Zi) :=

1{Gi = g}
π̂g

and ŵ0,aipw
g,t (Xi, Zi) :=

1{Ui = 1} p̂g,t(Xi,Zi)
1−p̂g,t(Xi,Zi)

1
n

∑n
j=1 1{Uj = 1} p̂g,t(Xj ,Zj)

1−p̂g,t(Xj ,Zj)

AIPW estimators have been well-studied and have several known properties, which we discuss next.
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Remarks on AIPW Estimation

1. If we specify parametric models for mg,t(X, Z) and pg,t(X, Z)—leading choices are a linear model for

the outcome regression and logit or probit for the generalized propensity score, then ÂTT
aipw

(g, t)

is doubly robust for ATT (g, t). Double robustness means that if either the outcome regression or

the propensity score model is correctly specified, then the estimator is consistent for ATT (g, t). See

Robins, Rotnitzky, and Zhao (1994), Scharfstein, Rotnitzky, and Robins (1999), and S loczyński and

Wooldridge (2018) for general results on the double robustness property of AIPW estimators and

Sant’Anna and Zhao (2020) for the specific case of DiD.

2. Given parametric models for mg,t(X, Z) and pg,t(X, Z), asymptotic normality of ÂTT
aipw

(g, t) holds

under Assumptions MP-1 to MP-5 and weak/standard regularity conditions based on standard results

for AIPW estimators. In particular, if both the outcome regression and propensity score models are

correctly specified, then
√
n
(
ÂTT

aipw
(g, t) − ATT (g, t)

)
has mean 0, is asymptotically normal, and

achieves the semiparametric efficiency bound. If only one of the models is correctly specified, then

the estimator is still asymptotically normal, although the estimator’s variance will be larger than in

the case where both models are correctly specified. See Sant’Anna and Zhao (2020) and Callaway

and Sant’Anna (2021) for more details.

3. The estimator ÂTT
aipw

(g, t) can be used to construct an estimator of the overall average treatment

effect, ATT o, by averaging over all groups and time periods. In particular,

ÂTT
o

=
∑
g∈Ḡ

T∑
t=g

ŵo(g, t)ÂTT
aipw

(g, t)

where ŵo(g, t) = P̂(G=g|U=0)
T−g+1 . This estimator is consistent for ATT o and is asymptotically normal

under the same conditions discussed above. Similar results hold for event studies or other aggregated

parameters that can be expressed as weighted averages of ATT (g, t). These results follow directly

from ones provided in Callaway and Sant’Anna (2021); see that paper for more details.

4. Regression adjustment is a special case of AIPW estimation when (i) we use a linear model for

mg,t(X, Z) and (ii) we use the estimator of the generalized propensity score p̂g,t(X, Z) = P̂(G =

g|1{G = g} + U = 1) (i.e., no covariates are included in the generalized propensity score model). In

this case ÂTT
aipw

(g, t) simplifies to

ÂTT
ra

(g, t) =
1

n

n∑
i=1

1{Gi = g}
π̂g

(
Yit − Yig−1 − m̂g,t(Xi, Zi)

)
where we use superscript on ÂTT

ra
(g, t) to indicate that this is a regression adjustment estimator

of ATT (g, t). In this case, consistent and asymptotically normal estimation of ATT (g, t) hinges on

correct specification of the outcome regression mg,t(X, Z). One reason that regression adjustment is

an important special case is that it is fairly common in empirical work to have groups with a small

number of observations. In this case, estimating the generalized propensity score may be highly

unstable and unreliable; hence, regression adjustment may be a more attractive alternative in these
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types of applications.

5. Several extensions to the AIPW estimator discussed above apply immediately to our case. These

include allowing for anticipation effects and using alternative comparison groups (such as the not-

yet-treated group rather than the never-treated group)—see Callaway and Sant’Anna (2021) and

Callaway (2023) for more details. These issues are the same as in other work, so we do not elaborate

on them here. However, they are often important in empirical work, and these extensions are all

available in our code.

6. In cases where the researcher does not wish to specify parametric models for mg,t(X, Z) and pg,t(X, Z),

essentially the same estimator can be used but with machine learners or nonparametric estimators

replacing the parametric models. In terms of algorithm, the only modification is to use cross-fitting

where the outcome regression and the propensity score are estimated on a different subset of the data

than the one used to estimate ATT (g, t). Then, asymptotically normal estimation of ATT (g, t) only

requires fast-enough estimation of mg,t(X, Z) and pg,t(X, Z). Many machine learners satisfy these

conditions, given that these functions are smooth enough. See Chang (2020) and Callaway, Drukker,

Liu, and Sant’Anna (2023) for results specific to DiD and Chernozhukov et al. (2018) and Rothe and

Firpo (2019) for general results.

Dimension Reduction

The main practical challenge is that, by construction, the dimension of the covariates in mg,t(X, Z)

and pg,t(X, Z) is likely to be high as X is of dimension Tk where k is the number of time-varying

covariates. For example, if there are five time-varying covariates, zero time-invariant covariates, and

ten time periods, then the dimension of X is fifty. This suggests that, in most applications, reducing

the dimension of the covariates will be desirable. One leading dimension-reducing assumption is that

mg,t(X, Z) = mg,t(Xt-Xg−1, Xg−1, Z) and pg,t(X, Z) = pg,t(Xt-Xg−1, Xg−1, Z)

which says that, in terms of time-varying covariates, the outcome regressions and generalized propensity

scores only depend on (i) the change in the time-varying covariates from the base period to the current

period and (ii) the level of the time-varying covariates in the base-period, rather than the covariates

across all time periods. This type of specification includes both types of covariates that show up in

Callaway and Sant’Anna (2021) and in imputation approaches such as Gardner, Thakral, Tô, and Yap

(2023) and Borusyak, Jaravel, and Spiess (2024).

This is not the only possible choice, however. Another option is to assume that mg,t(X, Z) =

mg,t(X̄, Z) and pg,t(X, Z) = pg,t(X̄, Z) where X̄ is the average of the time-varying covariates across all

time periods. Another alternative is to choose the covariates in the outcome regression and generalized

propensity score in a data-driven way. In this vein, for one set of results in the application, we use the

LASSO to choose the time-varying covariates to include in the outcome regression model and generalized

propensity score, where we construct a dictionary of time-varying components based on their principal

components.

In practice, a researcher can choose any of a number of approaches to deal with the high-dimension
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of the covariates. Although we think there are a few leading possibilities, rather than necessarily

advocating a particular approach to dimension reduction, we instead emphasize that any approach to

dimension reduction should be a carefully and transparently considered step of the analysis rather than

being inherited from the estimation strategy as is the case with TWFE regressions.

7 Application

In this section, we consider a small-scale version of an application on stand-your-ground laws that

we derive from Cheng and Hoekstra (2013). Although there is some variation across states regarding the

specifics of particular stand-your-ground laws, in essence, a stand-your-ground law removes the duty to

retreat in a potentially violent altercation. Cheng and Hoekstra (2013) study a period from 2000-2010

where 20 states implemented stand-your-ground laws. Before 2000, no states had implemented these

policies, and they were implemented in a staggered fashion. Cheng and Hoekstra (2013) consider a

number of outcomes in their paper, but here, we only consider one of their main outcomes: the number

of homicides in a state. This is an interesting outcome as stand-your-ground laws have contrasting

theoretical implications on homicides. On the one hand, there are some possible deterrence effects

where stand-your-ground laws reduce the number of violent altercations, leading to fewer homicides.

On the other hand, stand-your-ground laws could increase the deadliness of a given violent altercation,

leading to more homicides. Cheng and Hoekstra (2013) find that stand-your-ground laws increase

homicides.25

Below, we provide two sets of results using two different subsets of the data. First, we use a subset

of the data that only includes the years 2000 and 2010. This first dataset is in line with our arguments

above for the case of exactly two periods. While we report estimates of the effects of stand-your-grand

policies on homicides, much of our main interest is in how different estimation strategies (based on the

same identification strategies) balance the distribution of covariates which we are able to assess using

the covariate balance diagnostics that we proposed for TWFE and AIPW earlier in the paper. Table 1,

in the Appendix, provides summary statistics using the two-period subset of the data and for the full

set of covariates used in Cheng and Hoekstra (2013). There are notable and large differences in several

covariates across states that implemented a stand-your-ground law at some point relative to those that

did not. The most notable differences are in terms of geography (treated states were substantially

more likely to be in the South or Midwest), median income (treated states lower), poverty rate (treated

states higher), number of prisoners (treated states higher), per capita welfare expenditures (treated

states lower), and unemployment rate (treated states higher). There are also differences in how some

covariates changed over time. Most notably, the poverty rate and the number of prisoners increased

more in treated states, while median income decreased more in treated states. Finally, the summary

statistics indicate moderate but nontrivial differences in population between treated and untreated

states (treated states tending to be larger). For our second set of results, we mimic Cheng and Hoekstra

(2013)’s setting much more closely—we use the full data of all 50 states across all available years, we

25Our application is not meant to replicate their paper as we make several simplifications and freely modify their
approach to emphasize the contributions of the current paper. We discuss several additional differences and simplifications
that we made in Appendix SD in the Supplementary Appendix.
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use the same set of covariates as in one of their main specifications, and we use sampling weights in the

analysis as in their paper.

Many of our results in this section are reported in figures that summarize covariate balance after

applying the implicit weighting schemes for different estimation strategies that we developed earlier in

the paper. The figures report the standardized difference between the treated and comparison group

for each covariate being considered, where the standardized difference is the difference between the

average value of the covariate for the treated group relative to the untreated group scaled by the pooled

standard deviation of the covariate. We report both raw covariate balance and covariate balance after

applying the implicit TWFE or AIPW weights. To give a sense of magnitude, standardized differences

of around 0.1 or smaller are typically considered small differences, standardized differences around 0.3

are medium/important differences, and standardized differences of 0.5 or larger are considered large

differences—see, for example, Imbens and Rubin (2015) for a textbook discussion.

7.1 Results with Two Periods and only Population and Region as Covariates

For the first set of results, we consider a highly simplified setting. The outcome is the log of the

number of homicides in a state. We consider one time-varying covariate: the log of a state’s population,

and one time-invariant covariate: the Census region (Midwest, Northeast, South, or West) that a state

is located in.26 The intuition for the identification strategy in this section is that a researcher would

like to estimate the impact of the policy by comparing the change in log homicides among treated and

untreated states that have similar populations and are located in the same region of the country.27

Figure 1 provides two sets of estimates meant to (i) summarize the causal effect of stand-your-ground

laws on homicides and (ii) assess covariate balance inherited from each estimation strategy. Panel

(a) contains results from the canonical TWFE regression in Equation (1) (recall that, in this simple

setting with two periods, this just amounts to running a regression of the change in log homicides on

a treatment indicator and the change in log population). Panel (b) contains results from the AIPW

estimation strategy discussed in Section 6 where the outcome regression model is a linear model and

the propensity score model is a logit model, and both include the change in log population, the level

of log population in the first period, and region indicators as covariates. The results are qualitatively

similar. The AIPW estimate is roughly 40% larger in magnitude, though neither estimate is statistically

different from zero nor are the estimates statistically different from each other—none of these results

are too surprising given that we are only using two time periods worth of data in this section.

More interesting, however, are the covariate balance results reported in the figure. Notice that, with

just the raw data (the red circles in both panels), there is a relatively small amount of imbalance in the

change in log population between the treated and untreated group, there are moderate differences in

26While it is common in empirical research to omit time-invariant covariates from a TWFE regression, covariates like
Census region are an exception to this—they are often included as region-by-year fixed effects. In this section, we do not
include region-by-year fixed effects in order to illustrate our results on specifications that do not include time-invariant
covariates. In Appendix SD in the Supplementary Appendix, we provide analogous results for specifications that include
region-by-year fixed effects.

27Because the TWFE regressions in this section do not explicitly include region, most empirical papers would not
describe their identification strategy exactly as we have worded it in this sentence. However, many papers would argue
that the TWFE regression effectively controls for any time-invariant covariate (i.e., region plus all other time-invariant
characteristics of a state) because the TWFE regression includes a unit fixed effect.
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Figure 1: Two Period Covariate Balance using TWFE and AIPW
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Notes: The figure reports estimates of the effects of stand-your-ground laws on homicides and covariate balance statistics
using the two-period data discussed in the main text. The balance statistics are invariant to the outcome. Different
covariates are displayed along the y-axis. d l pop is the change in the log of state-level population from 2000 to 2010;
l pop 2000 and l pop 2010 are the level of the log of state-level population in 2000 and 2010, respectively; and midwest,
northeast, south, west are indicators of Census region. The x-axis reports standardized differences for the mean of each
covariate between the treated group and untreated group. The red circles provide the standardized difference for the raw
difference, and the blue triangles show the standardized difference after applying the implicit weighting scheme from each
estimation method. Panel (a) comes from regressing ∆Yt∗ on Dt∗ and ∆Xt∗ . Panel (b) uses the AIPW estimation strategy
discussed in the paper that includes ∆Xt∗ , Xt∗−1, and Z in both the outcome regression model and the propensity score.

terms of the levels of the log of population both in 2000 and 2010, and then there are large differences

in the distribution of Census region. The results in Panel (a) from the TWFE regression balance the

change in log population, which aligns with the theoretical properties of this kind of regression discussed

earlier in the paper.28 In terms of balancing the levels of the log of population, the regression essentially

has no effect. The standardized difference is only 3% smaller using the implicit TWFE regression

weights than in the raw data. In other words, controlling for the change in the log of population in the

TWFE regression does not result in the treated group and untreated being any more similar in terms of

their levels of log population—which, quite likely, was the main goal of including the state’s population

in the model to begin with. Similarly, the TWFE regression essentially does not affect the balance of

the region indicators. Panel (b) provides results for the AIPW estimator proposed in the paper. This

approach perfectly balances the means of all of the population and region covariates, and their averages

are the same as the target population—this is by construction.

Given the results in the previous paragraph, an interesting follow-up question is: what is the main

driver of the improved covariate balance across estimators? Figure 2 provides covariate balance statistics

28Recall that, ideally, the implicit weights will (i) balance the covariates between the treated and untreated group and
(ii) make the covariates have the same distribution as for the treated group. All the figures in this section are geared
toward checking (i). (ii) is satisfied by construction for all of the AIPW and regression adjustment estimators considered
in this section, but it is not satisfied for the TWFE regression. This means that, here, while the implicit TWFE regression
weights balance the change in log population, they do not result in the distribution of the change in log population being
the same as it is for the treated group.
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Figure 2: Additional Results for Two Period Covariate Balance using Regression Adjustment and AIPW
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Reg. Adj. (d):Xt∗-1, Z

ÂTT = 0.117 (0.088)

west

south

northeast

midwest

l_pop_2010

d_l_pop

−1.0 −0.5 0.0 0.5 1.0
standardized difference

co
va

ria
te

unweighted weighted

AIPW (a): ∆Xt∗
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AIPW (c): ∆Xt∗ , Xt∗-1

ÂTT = 0.117 (0.123)

west

south

northeast

midwest

l_pop_2010

l_pop_2000

dl_pop

−1.0 −0.5 0.0 0.5 1.0
standardized difference

co
va

ria
te

unweighted weighted

AIPW (d):Xt∗-1, Z

Notes: The figure reports estimates of the effects of stand-your-ground laws on homicides and covariate balance statistics
using the two-period data discussed in the main text. The balance statistics are invariant to the outcome. Different
covariates are displayed along the y-axis. d l pop is the change in the log of state-level population from 2000 to 2010;
l pop 2000 and l pop 2010 are the level of the log of state-level population in 2000 and 2010, respectively; and midwest,
northeast, south, west are indicators of Census region. The x-axis reports standardized differences for the mean of each
covariate between the treated group and untreated group. The red circles provide the standardized difference for the raw
difference, and the blue triangles show the standardized difference after applying the implicit weighting scheme from each
estimation method. The top row provides regression adjustment results with different covariate specifications indicated
in each panel. The bottom row includes analogous results from AIPW estimation with different covariate specifications
indicated in each panel; in each case, the same covariate specification is used for the propensity score as for the outcome
regression model.

for eight different specifications which come from (i) either using regression adjustment or AIPW or

(ii) varying the covariates included in the estimations among the following four sets of covariates: (a)

the change in log population only, (b) the level of log population in 2000 only, (c) both the change in

log population and the level of log population in 2000, and (d) the level of log population in 2000 and

region. Two of these eight are particularly worth emphasizing. Specification (a), particularly in the

regression adjustment case, corresponds to the specification used in imputation strategies that linearly

include Xt. Specification (d), in either the regression adjustment or AIPW cases, corresponds to the

default way to include covariates in Callaway and Sant’Anna (2021).

There are two main takeaways from this figure. First, in terms of covariate balance, regression
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adjustment and AIPW are very similar in all cases. Second, the regression adjustment specification (a),

which only includes the change in log population, does not perform well in balancing the level of log

population, especially compared to specifications that directly include the level of log population for

at least one of the periods. On the other hand, Specification (d), which includes both the level of log

population in 2000 and region, balances the covariates well, almost as well as our approach in Figure 1.

7.2 Results with More Periods and More Covariates

We use a specification much closer to the one used in Cheng and Hoekstra (2013) for a final set of

results. First, we take the log of homicides per 100,000 people in the state as the outcome.29 Second,

we use sampling weights based on the state’s average population across all time periods.30 Third, we

include a number of additional covariates: the log of the number of police per 100,000 population, the

log of the number of incarcerated persons per 100,000, the log of government spending on assistance and

subsidies per capita, the log of government spending on public welfare per capita, median household

income, the poverty rate, the unemployment rate, and demographic indicators of the fraction of the

state’s population that are black males ages 15-24 and 25-44 or white males 15-24 and 25-44.31 All

three of these modifications come from Cheng and Hoekstra (2013). Another issue is that, because our

unit of observation is the state, by construction, the size of many of our groups is very small. This

results in AIPW estimation being infeasible (as it is impossible to estimate a generalized propensity

score); therefore, we only report TWFE estimates and regression adjustment estimates. Finally, in line

with Cheng and Hoekstra (2013) (but unlike the results above), all the estimates in this section include

region-by-year fixed effects.

Figure 3 provides the results. First, relative to the previous results, there are larger differences in the

estimates across different specifications. The TWFE estimate is positive and statistically different from

zero, the regression adjustment specification that includes the changes in time-varying covariates (Panel

(b)) is somewhat larger and marginally statistically significant, the regression adjustment specification

that includes the pre-treatment levels of time-varying covariates (Panel (c)) is close to zero, and the

regression adjustment specification that includes both levels and changes of time-varying covariates

(Panel (d)) is roughly similar to the TWFE estimate though less precisely estimated. One source

of differences between the TWFE results and the regression adjustment results is that the TWFE

estimates are affected by violations of parallel trends in pre-treatment periods (i.e., the second term in

Equation (18)). If we manually zero out the contribution of pre-treatment violations of parallel trends,

then the TWFE estimate increases to 0.0879, a 31% increase.

The remaining differences are explained by different implicit weighting schemes. In the figure,

covariate balance is assessed in terms of how well the implicit weights across all post-treatment periods

balance the average of each covariate.32 Relative to the raw data, the TWFE regression does improve

29The previous results did not normalize homicides to be per capita because population was included as a covariate.
30See Remark S8 in the Supplementary Appendix for additional discussion on how to extend our results presented above

to include sampling weights.
31Regarding covariates, the only difference relative to Cheng and Hoekstra (2013) is that we do not include the lag of

the log of the number of incarcerated persons per 100,000.
32In particular, for TWFE, we replace (Yt-Yg−1) in the first term in Equation (18) with X̄. For AIPW, similarly, we

replace (Yt-Yg−1) in Equation (21) with X̄.
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Figure 3: Multiple Period Covariate Balance with Additional Covariates
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(c) Reg. Adj.:Xg−1, Z
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Notes: The figure reports estimates of the effects of stand-your-ground laws on homicides and covariate balance statistics
using all available data from 2000-2010. The balance statistics are invariant to the outcome. Different covariates are
displayed along the y-axis. See the main text as well as Table 1 for a detailed explanation of each covariate. The x-axis
reports standardized differences for the mean of each covariate between the treated group and untreated group that come
from our multi-period diagnostics for TWFE and regression adjustment/AIPW discussed in the main text. The red circles
provide the standardized difference for the raw difference, and the blue triangles show the standardized difference after
applying the implicit weighting scheme from each estimation method. We also use state-specific average population as
sampling weights as in the main results in Cheng and Hoekstra (2013). The results in Panel (a) come from a TWFE
regression that includes all the covariates listed in the figure. Panels (b)-(d) report regression adjustment results with
different specifications for the covariates, as described in the main text.

covariate balance, though there are still some covariates that are severely unbalanced: median income,

log of incarceration rate, and poverty rate, particularly. Regression adjustment that includes the change

in covariates over time (Panel (b)) does not perform much better. The last two specifications perform

better in terms of covariate balance. We also calculated the effective sample size for the untreated group

for each of the regression adjustment specifications (see Remark S12 in the Supplementary Appendix

for the specific calculation). The effective sample size across post-treatment periods is 63.1, 26.7, and

9.9 for the specifications in Panels (b), (c), and (d), respectively. That the effective sample size drops

off substantially for the specification that includes both levels and changes of time-varying covariates is

the likely explanation for the dramatic increase in the standard errors in Panel (d).33 Taken together,

the covariate balance and effective sample size results suggest that the specification in Panel (c) is the

most suitable for this application.

Discussion

A main takeaway from our application is that, in terms of controlling for particular covariates in the

parallel trends assumption, a first-order concern is the functional form under which the covariates enter

33The decrease in effective sample sizes between Panels (b)-(d) is not surprising. In our application, we have more
imbalance in the levels of the covariates than in their changes, suggesting that it is “more difficult” to balance levels than
changes in covariates; and it is still more difficult to balance both levels and changes.

37



the model. Approaches that inherit transformed covariates as a byproduct of the estimation strategy,

whether it be TWFE, imputation/regression adjustment, or AIPW, perform poorly (at least in our

example) in terms of balancing the levels of time-varying covariates or time-invariant covariates. On

the other hand, regression adjustment and AIPW approaches that include any level of a time-varying

covariate and time-invariant covariates (such as the default implementation of Callaway and Sant’Anna

(2021)) performed substantially better. In some cases, including levels and changes in time-varying

covariates and time-invariant covariates, performed better, although this was not uniformly true. We

conjecture that a good heuristic for empirical work is to always include some version of the level of

time-varying covariates (this could be a pre-treatment value of the covariates, its average across all

time periods, or some other measure) and time-invariant covariates in the estimated model; then, in

applications with enough data, one should then consider including changes in time-varying covariates

as well.

8 Conclusion

We have considered difference-in-differences identification strategies when (i) the identification strat-

egy hinges on comparing treated and untreated units with the same observed covariates and (ii) these

covariates include time-varying and/or time-invariant variables. In this empirically common setting,

researchers have most often implemented this identification strategy using a TWFE regression like the

one in Equation (1). In the current paper, we have demonstrated a number of potential weaknesses of

TWFE regressions in this context. Some of these weaknesses, such as lack of robustness to multiple

periods and variation in treatment timing or being reliant on certain linearity conditions, are likely not

surprising given existing work in the difference-in-differences literature. However, we also document

several other weaknesses that we refer to as “hidden linearity bias.” Hidden linearity bias arises be-

cause the transformations used to eliminate the unit fixed effect in the TWFE regression also change the

functional form of the covariates. This transformation thus either effectively changes the identification

strategy (to one where only the change in time-varying covariates is included in the parallel trends

assumption) or relies heavily on a correctly specified linear model. It is not common in empirical work

to engage with whether or not these conditions are reasonable—indeed, in most applications, these are

likely to be strong and undesirable extra assumptions. We proposed several diagnostic tools for assessing

the sensitivity of TWFE regressions that include covariates to hidden linearity bias. We also proposed

an alternative estimation strategy, building on recent work in the DiD literature, that does not suffer

from hidden linearity bias, does not require any auxiliary assumptions along the lines mentioned above,

and is effectively no more complicated to implement in practice than the TWFE regression.
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A Proofs of Results with Two Periods

A.1 TWFE Regressions with Two Periods

To start with, we provide a useful lemma for our arguments involving linear projections.

Lemma 1. Under Assumptions 1 and 2, for d ∈ {0, 1},

E

[
L(D|∆Xt∗)Ld(∆Yt∗ |∆Xt∗)

∣∣∣D = d
]

= E

[
L(D|∆Xt∗)∆Yt∗

∣∣∣D = d
]

The proof of Lemma 1 is provided in the Supplementary Appendix. Next, we provide a useful lemma
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for dealing with the denominator in the expression for α in Equation (7).

Lemma 2. Under Assumptions 1 and 2,

E

[(
D − L(D|∆Xt∗)

)2]
= E

[
1 − L(D|∆Xt∗)

∣∣∣D = 1
]
π

The proof of Lemma 2 is provided in the Supplementary Appendix.

Over the following two propositions, we provide two decompositions of α that serve as important

steps for showing our result in Theorem 1.

Proposition A1. Under Assumptions 1 and 2, α from the regression in Equation (6) can be decomposed

as

α = E

[
w(∆Xt∗)

(
L1(∆Yt∗ |∆Xt∗) − L0(∆Yt∗ |∆Xt∗)

)∣∣∣D = 1
]

where w(∆Xt) are the same weights as in Theorem 1.

Proof. Starting with the numerator from Equation (7), we have that

E

[(
D − L(D|∆Xt∗)

)
∆Yt∗

]
= E

[(
1 − L(D|∆Xt∗)

)
∆Yt∗

∣∣∣D = 1
]
π −E

[
L(D|∆Xt∗)∆Yt∗

∣∣∣D = 0
]
(1 − π)

= E

[(
1 − L(D|∆Xt∗)

)
L1(∆Yt∗ |∆Xt∗)

∣∣∣D = 1
]
π

−E

[
L(D|∆Xt∗)L0(∆Yt∗ |∆Xt∗)

∣∣∣D = 0
]
(1 − π)

= E

[
D
(
1 − L(D|∆Xt∗)

)
L1(∆Yt∗ |∆Xt∗)

]
−E

[
(1 −D)L(D|∆Xt∗)L0(∆Yt∗ |∆Xt∗)

]
(22)

= E

[
D
(
1 − L(D|∆Xt∗)

)(
L1(∆Yt∗ |∆Xt∗) − L0(∆Yt∗ |∆Xt∗)

)]
+E

[(
D − L(D|∆Xt∗)

)
L0(∆Yt∗ |∆Xt∗)

]
= E

[(
1 − L(D|∆Xt∗)

)(
L1(∆Yt∗ |∆Xt∗) − L0(∆Yt∗ |∆Xt∗)

)∣∣∣D = 1
]
π (23)

where the first equality holds by the law of iterated expectations, the second equality holds by Lemma 1,

the third equality holds by applying the law of iterated expectations to both terms, the fourth equality

holds by adding and subtracting E
[
D
(
1 − L(D|∆Xt∗)

)
L0(∆Yt∗ |∆Xt∗)

]
, and the last equality holds by

applying the law of iterated expectations for the first term and because

E
[(
D − L(D|∆Xt∗)

)
L0(∆Yt∗ |∆Xt∗)

]
= E

[(
D − L(D|∆Xt∗)

)
∆X ′

t∗
]
β0 = 0

where the first equality holds by the definition of L0(∆Yt∗ |∆Xt∗), and the second equality holds because

∆Xt∗ is uncorrelated with the projection error
(
D − L(D|∆Xt∗)

)
.

Combining the expression in Equation (23) with the expression for the denominator from Lemma 2

completes the proof, given the definition of the weights w(∆Xt∗).

Proposition A1 says that α, the coefficient on the treatment variable in the TWFE regression in

Equation (6), is equal to a weighted average of the linear projection of the change in outcomes over

time on the change in covariates over time for the treated group relative to the linear projection of

the change in outcomes over time on the change in covariates over time for the untreated group. One
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notable feature of this decomposition is that it is straightforward to compute both the weights and the

linear projection terms that show up in the decomposition (notice that the weights themselves only

depend on linear projections). It also serves as an important intermediate step for establishing our

results on interpreting α in terms of underlying causal effect parameters below.

Proposition A2. Under Assumptions 1 and 2, α from the regression in Equation (6) can be decomposed

as

α = E

[
w(∆Xt∗)

(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1] −E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

)∣∣∣D = 1
]

(24)

+E

[
w(∆Xt∗)

(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] − L0(∆Yt∗ |∆Xt∗)

)∣∣∣D = 1
]

(25)

where w(∆Xt∗) are the same weights as in Theorem 1.

Proof. Starting from the numerator of the expression in Proposition A1, we have that

E

[(
1 − L(D|∆Xt∗)

)(
L1(∆Yt∗ |∆Xt∗) − L0(∆Yt∗ |∆Xt∗)

)∣∣∣D = 1
]
π

= E

[(
1 − L(D|∆Xt∗)

)(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1] −E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

)∣∣∣D = 1
]
π

−E

[(
1 − L(D|∆Xt∗)

){(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1] − L1(∆Yt∗ |∆Xt∗)

)
(26)

−
(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0] − L0(∆Yt∗ |∆Xt∗)

)}∣∣∣D = 1
]
π

which holds by adding and subtracting

E

[(
1 − L(D|∆Xt∗)

)(
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1] −E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]

)∣∣∣D = 1
]
π

Next, notice that

E

[(
1 − L(D|∆Xt∗)

)
E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1]

∣∣∣D = 1
]

= E

[(
1 − L(D|∆Xt∗)

)
∆Yt∗

∣∣∣D = 1
]

(27)

which holds by the law of iterated expectations. Further, notice that

E

[(
1 − L(D|∆Xt∗)

)
L1(∆Yt∗ |∆Xt∗)

∣∣∣D = 1
]

= E

[(
1 − L(D|∆Xt∗)

)
∆Yt∗

∣∣∣D = 1
]

(28)

which holds by Lemma 1. Plugging Equations (27) and (28) back into Equation (26) implies that

the expression in that line is equal to 0. Therefore, combining that expression with the one for the

denominator in Equation (7) from Lemma 2 completes the proof.

Like Proposition A1, Proposition A2 is a decomposition in that the parallel trends assumption is

not used here, and, therefore, α is, in general, equal to the expression provided in Proposition A2.

Unlike Proposition A1, Proposition A2 includes conditional expectation terms that may be challenging

to estimate in applications (especially without invoking extra functional form assumption). It says that

α from the TWFE regression in Equation (6) consists of two terms. The first is a weighted average of the

average path of outcomes for the treated group relative to the path of outcomes for the untreated group

(conditional on having the same time-varying and time-invariant covariates). The second is a weighted

average (where the weights are the same as for the first term) of the difference between the average path
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of outcomes for the untreated group conditional on time-varying and time-invariant covariates and the

linear projection of ∆Yt∗ on ∆Xt∗ for the untreated group.

Proof of Theorem 1. First, it immediately follows from Assumptions 1 to 3 that ATT (Xt∗ , Xt∗−1, Z) =

E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 1]−E[∆Yt∗ |Xt∗ , Xt∗−1, Z,D = 0]. This implies that Equation (24) in Propo-

sition A2 is equal to E[w(∆Xt∗)ATT (Xt∗ , Xt∗−1, Z)|D = 1]. The second term comes from adding and

subtracting terms to the expression in Equation (25) in Proposition A2. The properties of the weights

hold immediately by their definitions.

Proof of Theorem 2. The result holds immediately from Theorem 1 by noticing that Assumption 4

directly implies that Equations (A) to (C) are all equal to 0.

A.2 AIPW Diagnostics with Two Periods

We start by providing a lemma that we use to prove Proposition 1 that is related to reformulating

regression adjustment as a weighting estimator. See Remark S1 in the Supplementary Appendix for

more details.

Lemma 3. To conserve on notation, let X = (Xt∗ , Xt∗−1, Z). Under Assumptions 1 and 2,

E

[
L0(∆Yt∗ |X)

∣∣∣D = 1
]

= E

[
ϑL0
0 ∆Yt∗

∣∣∣D = 0
]

where ϑL0
0 are weights which are defined as

ϑL0
0 :=

(1 − π)

π
γ′0X

where γ0 denotes the linear projection coefficient from projecting p(X)/(1 − p(X)) on X among the

untreated group. In addition, E[ϑL0
0 |D = 0] = 1 (i.e., the weights have mean one), and it is possible

that the weights can be negative.

The proof of Lemma 3 is provided in the Supplementary Appendix.

Proof of Proposition 1. To conserve on notation, let X = (Xt∗ , Xt∗−1, Z). Then, we can re-write

ÃTT as

ÃTT = E

[
∆Yt∗ − L0(∆Yt∗ |X)

∣∣∣D = 1
]
−E

[
w̃aipw
0

(
∆Yt∗ − L0(∆Yt∗ |X)

)∣∣∣D = 0
]

Re-arranging terms, we have that

ÃTT = E

[
∆Yt∗

∣∣∣D = 1
]
−E

[
L0(∆Yt∗ |X)

∣∣∣D = 1
]
−E

[
w̃aipw
0 ∆Yt∗

∣∣∣D = 0
]

+E

[
w̃aipw
0 L0(∆Yt∗ |X)

∣∣∣D = 0
]

=: A−B − C + D (29)

Terms A and C are straightforward to deal with as they are already weighted averages of ∆Yt∗ . For

Term B, from Lemma 3 we have that

B = E

[
(1 − π)

π
γ′0X∆Yt∗

∣∣∣D = 0

]
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where γ0 is the projection coefficient from projecting p(X)/(1−p(X)) on X among the untreated group.

Furthermore, notice that

E

[
(1 − π)

π
γ′0X

∣∣∣D = 0

]
= E

[
(1 − π)

π

p(X)

(1 − p(X))

∣∣∣D = 0

]
= 1

where the first equality holds because γ′0X is the linear projection of p(X)/(1 − p(X)) on X among

the untreated group, and, hence, the corresponding projection errors have mean zero for the untreated

group, and the second equality holds by repeated application of the law of iterated expectations. Thus,

we have that

B = E

[
ϑaipw
0,B ∆Yt∗

∣∣∣D = 0
]

where ϑaipw
0,B =

γ′0X

E[γ′0X|D = 0]
(30)

Next, turning to the “numerator” of Term D, notice that

E

[
ϖ̃aipw

0 L0(∆Yt∗ |X)
∣∣∣D = 0

]
=

(1 − π)

π
E

[
p̃(X)

(1 − p̃(X))
X ′
E[XX ′|D = 0]−1

E[X∆Yt∗ |D = 0]
∣∣∣D = 0

]
=

(1 − π)

π
E

[
p̃(X)

(1 − p̃(X))
X ′

∣∣∣D = 0

]
E[XX ′|D = 0]−1︸ ︷︷ ︸

γ̃′
0

E[X∆Yt∗ |D = 0]

= E

[
(1 − π)

π
γ̃′0X∆Yt∗

∣∣∣D = 0

]
(31)

where the first equality holds by the definitions of ϖ̃aipw
0 and L0(∆Yt∗ |X), the second equality removes

the nonrandom terms from the expectation, and the last equality holds by the definition of γ̃0. Fur-

thermore, for the “denominator” of Term D, notice that

E

[
ϖ̃aipw

0

∣∣∣D = 0
]

=
(1 − π)

π
E

[
p̃(X)

(1 − p̃(X))

∣∣∣D = 0

]
= E

[
(1 − π)

π
γ̃′0X

∣∣∣D = 0

]
(32)

where the first equality holds by the definition of ϖ̃aipw
0 , and the second equality holds because γ̃′0X

is the linear projection of p̃(X)/(1 − p̃(X)) on X among the untreated group which has mean zero

projection errors conditional on D = 0. Combining the expressions in Equations (31) and (32), we have

that

D = E

[
ϑaipw
0,D ∆Yt∗

∣∣∣D = 0
]

where ϑaipw
0,D =

γ̃′0X

E[γ̃′0X|D = 0]
(33)

Combining Equations (30) and (33) with Equation (29) yields the first part of the result. That the

weights have mean one follows because (i) ϑaipw
1 = 1 and (ii) each of the components of ϑaipw

0 have

mean one; there are three of these terms, two are added and one is subtracted as in Equation (29).

Furthermore, given that two of the components of ϑaipw
0 involve linear projections, the weights can be

negative. Finally, we show that the weights balance the covariates in Lemma S1 in the Supplementary

Appendix.
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Table 1: Summary Statistics

Treated Untreated Difference Std. Diff.

Outcomes

log homicides (2000) 5.188 4.696 0.492 0.337

∆ log homicides 0.081 -0.030 0.111 0.337

Time-Invariant Covariates

Midwest 0.333 0.172 0.161 0.384

Northeast 0.000 0.310 -0.310 -0.878

South 0.524 0.172 0.351 0.812

West 0.143 0.345 -0.202 -0.472

Levels of Time-Varying Covariates (2000)

log population 15.114 14.971 0.143 0.142

log police 5.746 5.711 0.034 0.168

log prisoners 6.135 5.817 0.318 0.782

log welfare exp. per capita 6.840 6.973 -0.133 -0.442

log subsidies per capita 4.583 4.693 -0.109 -0.210

log median income 10.778 10.926 -0.149 -1.084

poverty rate 12.586 9.986 2.599 1.055

unemployment rate 4.052 3.690 0.363 0.417

% black males 15-24 1.988 2.834 -0.847 -0.196

% black males 25-44 3.506 5.309 -1.803 -0.223

% white males 15-24 11.307 10.429 0.878 0.050

% white males 25-44 24.515 24.577 -0.062 -0.002

Changes in Time-Varying Covariates

∆ log population 0.110 0.117 -0.007 -0.120

∆ log police -0.005 0.001 -0.006 -0.065

∆ log prisoners 0.096 0.037 0.060 0.425

∆ log welfare exp. per capita 0.398 0.355 0.043 0.202

∆ log subsidies per capita 0.265 0.166 0.099 0.228

∆ log median income -0.076 -0.040 -0.037 -0.426

∆ poverty rate 2.684 2.111 0.573 0.462

∆ unemployment rate 4.933 4.855 0.078 0.040

∆ % black males 15-24 0.149 0.180 -0.031 -0.065

∆ % black males 25-44 -0.272 -0.663 0.390 0.342

∆ % white males 15-24 -0.359 0.274 -0.633 -0.340

∆ % white males 25-44 -3.594 -3.903 0.309 0.039

Notes: The table provides summary statistics for the outcomes, time-invariant covariates, and levels and changes in time-
varying covariates. States are classified as being treated or untreated based on their treatment status in 2010. The column
‘Difference’ reports the difference between the average of each variable for the treated group relative to the untreated
group. The column ‘Std. Diff.’ reports the standardized difference of each variable for the treated group relative to the
untreated group, which is the difference divided by the pooled standard deviation.
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