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The Supplementary Appendix provides proofs for many of the results in the main text, formalizes
results for some of the claims in the main text, and provides additional details on topics that were only
briefly mentioned in the main text. Appendix SA covers the two period case. Appendix SB covers
the multiple period case. Appendix SC provides additional clarifications and details about some issues
mentioned in the main text. Finally, Appendix SD provides some supplementary results and discussion

for the application about stand-your-ground laws in the main text.

SA Additional Theoretical Results with Two Periods

This section contains additional results and proofs related to the setting with two time periods in

the main text.

SA.1 Identification Results

To start with, we show that the ATT is identified under the conditions discussed in the main text.
Proposition S1. Under Assumptions 1 to 3,

ATT = E[AY;-|D = 1] — E|E[AY;-

Xy, X+ 1,%,D = 0]| D = 1]
Proof. Notice that
ATT = E[Y;-(1) — Y- (0)|D = 1]
— E[Y;(1) - Yi_1(0)|D = 1] - E [E[AYt*(O)]Xt*,Xt*_l, Z,D = 1]’1) - 1}
—E[AYx|D=1]-E {E[Ayﬂ

X, Xpr 1, Z,D = 0](1) — 1]

where the first equality holds by the definition of ATT, the second equality holds by adding and
subtracting E[Y;+_1(0)|D = 1], the third equality holds by the law of iterated expectations, and the last
equality holds by Assumptions 2 and 3 and replaces potential outcomes with their observed counterparts.

O
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SA.2 Proofs of Results from Main Text

Proof of Lemma 1. Starting with the left-hand side of the expression in the lemma, we have that

E [L(D\Axt*)Ld(Am* |AX;-)

D= d} —+'E [AxﬁAyﬂ

D = d| - yE[AXp: (AYie — La(AYr|AX,1) | D = d]
- E[L(D\Axﬁmyﬁ\p - d}

where the first equality holds by the definition of L(D|AX;-) and by adding and subtracting 7' E[A X AY;-|D =
d], and the second equality holds because 7' AXy+ = L(D|AX;+) (for the first term) and because A X
is uncorrelated with the projection error (AY;+ — Lg(AY;+|AX;+)) conditional on D = d (for the second

term). O

Proof of Lemma 2. Notice that
]E[(D - L(D]AXt*))Q] - E[(D - L(D\AXt*))D]

- E[l — L(D|AX;-)

DZl}TK’

where the first equality holds because L(D|AX;+) = AX/,v is uncorrelated with the projection error
(D — L(D]AXt*)), and the second equality holds by the law of iterated expectations.
O

SA.3 Alternative Conditions on the Propensity Score for Interpreting TWFE Re-
gressions

This section considers alternative conditions on the propensity score that can rationalize interpreting
a in Equation (6) as a weighted average of conditional average treatment effects, as was discussed in
Remark 1 in Section 3 in the main text. These are alternative conditions that can eliminate the

misspecification bias terms in Theorem 1. Consider the following assumption:
Assumption PS (Linearity of the Propensity Score).
p(Xpe, Xpe—1, Z) = L(D|AX+)
Proposition S2. Under Assumptions 1 to 8 and Assumption PS,
a= ]E[w(AXt*)ATT(Xt*,Xt*_l, Z)‘D - 1}

where w(AXy+) are the same as the weights defined in Theorem 1. In this case, the weights are guaranteed

to be non-negative.

Proof. We use the decomposition of « in Proposition A2 from the Appendix of the main text as
a starting point to show the result. Under Assumption 3, the term in Equation (24) is equal to
E[lw(AXy)ATT (X, Xp+—1, Z)|D = 1]. Next, write the numerator of the term in Equation (25) as

E [(1 - L(D|AX))B[AY | Xye, X4= 1, Z, D = 0]|D = 1]
—E[(1 - L(D|AXy))Lo(AY=|AX)|D = 1] =t A— B




and we consider each of these terms in turn. First, notice that

[p(Xx, Xee—1, Z)(1 — 7)

(1= p(Xps, Xpr 1, Z))m

-p(Xt*,Xt*_l, Z)(]. — 71')

(1= p(Xps, Xpr 1, 2))m

[p( Xy, X1, Z2)(1 — 7)
T

(1 — L(D|AX))E[AY+ | X+, Xy 1, Z, D = 0]‘1) = o]

(1 — L(D|AX)) AYy

=

Ai/t*

=

where the first equality holds by the law of iterated expectations (and it is worth mentioning that the
outside expectation is over the joint distribution of (X, Xy=_1, Z) which accounts for the propensity
score depending on all three of these rather than, say, only AXy«), the second equality also holds by
the law of iterated expectations, and the third equality holds by Assumption PS. Next, notice that

[ (X, Xpx 1, Z)(1 —m)
B=E 1 — L(D|AX))Lo(AY; |AXy)|[D = 0

_(1—p(Xt*,Xt*_1,Z))7r( (DIAX;))Lo(AY:: |AXer)
o

=F |~ "L(D|AX; ) Lo(AYj | AXy) | D = o]
:1 -

- L(D|AXy)AY;|D = 0]

—E p(Xt*7Xt*,1,Z)(1 _T‘-)AY;* D= 0:|

T

where the first equality holds by the law of iterated expectations, the second equality holds by Assump-
tion PS (it cancels the terms involving one minus the propensity score and the one minus the linear
projection and then re-writes the propensity score in the numerator as the linear projection in Assump-
tion PS), the third equality holds by Lemma 1, and the last equality holds by Assumption PS. That
A = B implies that the first part of the proposition. That the weights are non-negative under Assump-
tion PS holds because p(X, X=_1, Z) is uniformly bounded below 1, and, therefore, it immediately

follows that the weights cannot be negative in this case. O

Discussion Imposing conditions on the propensity score is very common in the literature on inter-
preting regressions under unconfoundedness with cross-sectional data (e.g., Angrist (1998), Aronow and
Samii (2016), Stoczynski (2022), and Ishimaru (2024)). However, in our setting (and as mentioned in
Remark 1 in the main text), the conditions required for Assumption PS to hold in applications are
likely to be quite strong. Assumption PS says that the probability of being treated conditional on
time-varying and time-invariant characteristics is equal to the linear projection of the treatment on the
change in the time-varying covariates over time. This condition can be rationalized under conditions
that (i) the propensity score does not depend on time-invariant covariates, (ii) the propensity score
conditional on X;» and Xy«_1 only depends on A Xy, and (iii) the propensity score conditional on A X«
is linear. In addition to the main result in Theorem 2 holding in this case, the weights in Theorem 2 are
guaranteed to be non-negative under this alternative assumption. Linearity of the propensity score is
commonly used to rationalize interpreting the coefficient on a treatment variable as a weighted average
of conditional average treatment effects in a setting with cross-sectional data and under the assumption

of unconfoundedness (e.g., Angrist (1998) and Aronow and Samii (2016)). In those cases, it sometimes



holds by construction (e.g., when the covariates are all discrete and a full set of interactions is included
in the model). In our case, though, it seems particularly implausible as (i) it requires the propensity
score to only depend on changes in covariates over time, and (ii) even with fully interacted discrete
regressors, the propensity score is unlikely to be linear in changes in the regressors over time.! Finally,
unlike linear models for the outcome, imposing a linear model for the propensity score is not usually as

natural a model for a binary outcome relative to simple nonlinear models such as logit or probit.

SA.4 More Details about the Properties Implicit TWFE Weights

This section proves the claims about the balancing properties of the implicit TWFE regression
weights mentioned in Section 4.1 in the main text. In particular, The next proposition shows that the
implicit regression weights in Section 4 of the main text balance the mean of AX;+ between the treated

and untreated group.
Proposition S3. Under Assumptions 1 and 2,

E [w1 (AXp)AXp

D= 1} —E [wO(AXt*)AXt*

D= 0|
Proof. Consider the difference between the numerators of each term:

E [77(1 ~L(D|AX))AX,

D= 1} _E [(1 ~ DL(D|AXp)AX

) D= 0}
E[D(l — L(D|AX))AXye — (1 — D)L(D;Axt*)AXt*}
—E [AXt* (D — DL(D|AX;) — L(D|AX,) + DL(D|AXt*))}
- E[Axﬁ (D ~ L(D]AXt*)ﬂ
0

where the first equality holds by the law of iterated expectations and by combining terms, the second
equality expands both terms from the previous line and factors out AXy«, the third equality holds by
canceling terms, and the last equality holds because (D — L(D|AX;+) is the projection error of D on
A Xy« which is orthogonal to AX«. O

While Proposition S3 shows that the implicit regression weights balance A X;- for the treated group
relative to the untreated group, the proof is also instructive for seeing that the implicit regression

weights do not necessarily balance time-invariant covariates or levels of time-varying covariates (or

'For example, suppose that the only covariate is binary. In the cross-sectional case considered by other papers men-
tioned above, the propensity score would be linear by construction. However, the change in the covariate over time would
be a single variable that can take the values -1, 0, or 1; moreover, the change in a binary covariate over time is equal to 0
in cases when the covariate is equal to 1 in both periods or when the covariate is equal to 0 in both periods. This suggests
that the propensity score would not be linear (at least not by construction) in the change in covariates over time, even in
this very simple case.



other functions of time-invariant and/or time-varying covariates). As leading examples, notice that

E

Z(D - L(D|AXt*))}

E[wl(AXt*)Z‘D - 1} _ E[wo(AXt*)Z D= 0: - E[(D - L(D’AXt*)z}

E[X. (D - L(D|AX,5*))}

E [wl (AX) Xy

D= 1} - E[MO(AX“)X“ bP=0= E[(D - L(D|Axt*)2}

E :Xt*_l(D - L(D\AXt*))}

B w1 (AXe) Xpe1|D = 1] = B|uwg(AX;) Xpe 1| D = 0] = 50— LDIAX. Y]

which holds by using the same arguments as in the proof of Proposition S3. This shows that, in general,
the implicit regression weights do not balance time-invariant covariates or the levels of time-varying

covariates between the treated group and the untreated group.

SA.5 More Details about the Properties of Implicit AIPW Weights

This section contains the proof of Lemma 3, which is related to interpreting regression adjustment
as reweighting, and the proof of the balancing properties of the implicit AIPW weights, which is a part

of Proposition 1 in the main text.
Proof of Lemma 3. Recall that we defined X = (X, Xy=_1, Z). Then, notice that

E[LO(A}Q*|X)‘D - 1] - E[X’E[XX’|D = 0] E[XAY}

D:MD:@
- E[E[X’|D = |B[XX'|D = 0] ' XAV}

D= 0} (S1)

_-mg E{ p(X)

1—p(X)

X/

™

D= o] E[XX'|D=0]"' XAY;«|D =0

Y

1—
_ ”)E[%’)XAYMD =0
T

=FE [1930 AV}

D:O]

where the first equality holds by the definition of Lg(AY;~
the terms inside the expectation, the third equality holds by re-weighting the distribution of X for the

X), the second equality holds by rearranging

untreated group to match the treated group (which itself follows from repeatedly applying the law of
iterated expectations), the fourth equality holds by noticing that the underlined term in the previous
line is equal to the projection coefficient from projecting p(X)/ ( 1—p(X )) on X for the untreated group,
and the last line holds by the definition of 19]50.

Next, we show that the weights have mean one. As a first step, given the above definition of ~g, we
have that

o) VX + e (S2)



odds is the projection error from projection p(X)/ (1 —p(X )) on X among the untreated group.

where e
The projection error satisfies E[eOdds|D = 0] = 0 by the orthogonality of projection. Then, we have

that

E [19{;0 D= o} _d - ™) By X|D = 0
_a 7—T Mg [1 f(;((g() ’D _ O} B | D = ()
=0
e
= “E[p(X)
~1

where the first equality holds by the definition of 1910“0, the second equality holds from Equation (S2),
the third equality holds by the orthogonality of the projection, the fourth equality holds by repeatedly
applying the law of iterated expectations and canceling terms, and the last equality holds because
E[p(X)] = 7 by the definition of the propensity score.

Finally, one can see that it is possible that 1950 can be negative for any values of the covariates

among the untreated group such that the linear projection of p(X)/(1 — p(X)) on X is negative. [

Remark S1 (Implicit regression adjustment weights). An immediate implication of Lemma 3 is that

regression adjustment estimators can be re-formulated as weighting estimators. In particular, define
ATT " =E [AYt* C Lo(AY | Xpe, Xpe_1, Z)‘D - 1}
then it immediately follow from Lemma 3

ATT" = E[91°AY;:

D =1] - E[d{°AY:-

D:1}

where 1911“0 =1 and 19150 is defined as above. This result is similar to the one in Kline (2011, Proposition
2)—our result is in the context of DiD rather than for cross-sectional settings, and we express the
weights in a slightly different way that involves the linear projection of the odds ratio rather than the

odds ratio itself.

Next, we prove the balancing properties of the implicit AIPW weights mentioned in Proposition 1

in the main text.
Lemma S1. To conserve on notation, let X = (X, Xyx—1,Z). Under Assumptions 1 and 2,

E[WSPX|D = 0] = E[X|D = 1]



Proof. Recalling the definition of 937" from Proposition 1 in the main text, we have that

. N
atpw o _ ~ aipw Yo X _ 70X _
= |9 ﬂD‘@‘EK% T ERXID =] mew=m>4D‘@
<1ﬁ(~)8<>> Yo X Yo X
=E 7 + 0 - 0 X|D=0
A(X) _ E[v'X|D =0 ER.X|D=0
E -(1_15(X)))D = 0} [70 | ] [’Yo | ]
70X
—BE|— % _X|D=
[mew=m ’ @
Cl-n_ [ p(X) _
_7TEJ_MMXP_ﬂ
= E[X|D = 1]

where the first equality holds by the definition of ﬁgip ' the second equality holds by the definition
of wgip “ (and canceling the terms involving 7 that are common to the numerator and denominator),
the third equality holds because (i) 4(X is the linear projection of p(X)/(1 — p(X)) on X among the
untreated group and its projection error is orthogonal to X conditional on D = 0 and (ii) replacing (X
in the numerator and denominator of the third term in the previous line results in it canceling with the
first term, the fourth equality holds by (i) multiplying the numerator and denominator by 7 /(1—m) (after
this multiplication the denominator is equal to 1) and (ii) (X is the linear projection of p(X)/(1—p(X))
on X among the untreated group and its projection error is orthogonal to X conditional on D = 0, and

the last equality holds by repeatedly applying the law of iterated expectations. O

SB Additional Theoretical Results with Multiple Periods

This section contains proofs of all of our results involving multiple periods from the main text. In
addition, it provides formal results for some claims in the main text regarding implicit TWFE and
ATPW weights.

SB.1 Proofs of Results with Multiple Periods
SB.1.1 Identification Results

We start by proving the result on the identification of ATT(g,t) in Proposition 2. Toward this end,

we first provide a useful lemma and then prove the main result.

Lemma S2. Under Assumptions MP-1to MP-5 and for any group g € G andt > g (i.e., post-treatment
periods for group g)

E[Y;(0) - Y,-1(0)X. Z.G = g] = E[¥;(0) - Y, 1(0)[X, Z,U = 1



Proof. Notice that
t
E[Y;(0) - Yy-1(0)[X, Z,G = g] = > E[Y;(0) — Ys-1(0)]X, Z,G = g]

s=g
t

=Y E[Yi(0) - Y1 (0)X, Z,U = 1]

= E[Y:(0) - Yg,1(0)|X, Z,U =1]

where the first equality holds by adding and subtracting E[Ys(0)|X,Z,G = g| for s = g,...,t — 1,
the second equality holds by Assumption MP-5, and the last equality holds by canceling all the terms
involving E[Y(0)|X,Z,U =1] for s =g¢,...,t — 1. O

Proof of Proposition 2. For any group g € G and t > g (i.e., post-treatment periods for group g),

we have that
ATTy (X, Z) = E[Yi(g) — Y:(0)[X, Z,G = ¢]

[Yi(g) — Yy-1(0)[X, Z, G = g] — E[¥3(0) — Y3-1(0)[X, Z, G = g]
=E[Y; - Y, 1|X,Z,G =g] - E[Y, - Y, 1|X, Z,U = 1]

where the first equality holds by the definition of AT'T, (X, Z), the second equality holds by adding and
subtracting E[Y;_1(0)|X, Z,G = g¢], and the third equality holds by Lemma S2 and by writing potential
outcomes in terms of their observed counterparts. This proves the first part of the proposition. The

second part of the result holds immediately by applying the law of iterated expectations to the expression
for ATT, (X, 2). O

SB.1.2 TWPFE Regressions with Multiple Periods

Next, we prove the results on interpreting TWFE regressions with multiple periods and variation
in treatment timing. The first result collects several useful properties of double-demeaned random

variables.

Lemma S3. Let A;; denote a random variable that can vary across units and time periods, let Ait denote
the double-demeaned version of Ay, let B; denote a random variable that does not vary over time, and
let & denote a non-random variable that can change values across time periods. The following properties
of double-demeaned random variables hold:

(1) E[4] =0 (QJ;XTjAu:O; (3) E[4ici] = 0 (4)}§T3Ait3i=0; (@%ZTjE[A'tB}:o
t=1 t=1 t=1

The results in Lemma S3 are well known. We provide the proofs here for completeness.



Proof. For Part (1), notice that

T
E[4;] = E At—/_l—IE[At]—i—%ZE[AS]
1 & - 1 &
=E[4] - E TZAt —]E[At]‘FTZ]E[At]
—0

where the first equality holds by the definition of Ay, the second equality holds by passing the expecta-
tion through the sums/differences in the previous line and by the definition of A;, and the last equality
holds by changing the order of the expectation and the sum for the second term and then canceling.
For Part (2), notice that

1 o 1 o 1 o
Isi- Lty <A A Bl L ZE[ASQ
t=1 t=1 s=1
1 & 1 1
:T Azt_Az_TZE[At]—F*ZE[AS]
t=1 t=1 s=1
=0
where the first equality holds by the definition of Ajt, the second equality holds by passing the average
T
- 1
through the sums/differences (and because A; and T ZE[AS] do not vary over time), and the last
s=1

equality holds because the first term is equal to A; and because the last two terms cancel. Part (3) is

an immediate implication of Part (1). In particular,
E| 4| = BLA]G =0
which holds by Part (1). Part (4) is an immediate implication of Part (2). In particular,
1 & 1 &
T ZAitBi = (T ZAit> B; =0
t=1 t=1
which holds by Part (2). Part (5) also immediately follows from the previous results. In particular,
1 & 1 «
=Y E[ABI =B 2> 4B
el -5 (754

which holds by Part (2). O

=0

Lemma S4. Under Assumptions MP-1, MP-8 and MP-/, the numerator in the expression for o in

Equation (14) can be expressed as



Proof. First, notice that

1 T L 1 T T T T T

72 B[DF] = £ BB - £ BB - 7 S RBEN] £ Y BD) 5

t=1 1 t;l “ t=1 t=1 t=1 t=1
= > E[DYi] (S3)

W
Il
—_

where the first equality holds by the definition of ¥;, and the second equality holds by applying
Lemma S3.5, Lemma S3.3, and Lemma S3.1 to the second, third, and fourth terms in the previous

line, respectively. Next, notice that
T 1 X
sl el - Sl

ET: [XF Yt} (S4)

H \

where the first equality holds by rearranging terms, the second equality holds by the same arguments
T

1 .
as for T Z E[Dth] above, and the last equality holds by rearranging terms again. The result holds
t=1
by combining the expressions in Equations (S3) and (S4). O

Lemma S5. Under Assumptions MP-1, MP-8 and MP-4, the following result holds

T

1 3} 3}

=S B|(De - X(T)Ya| =0
t=1

where Yjq,—1 is the outcome for unit i in the time period right before it becomes treated (for never-treated

units, it is Y;r, i.e., their outcome in the last period).

Proof. Notice that
1 T
=Y F [DtYG_l} —0
t=1

which holds by Lemma S3.5 because Yg_1 is time-invariant. Next, notice that

T LT
ZE[ I) Yo 1} —_I'E (T;Xt> Yo

t=1
where the first equality holds by changing the order of the expectation and summation, and the second

=0

Nl =

equality holds by Lemma S3.2. Combining the expressions from the two previous displays completes
the proof. 0

For the next result, we introduce some new notation. For a time-varying random variable A;;, define

Al = Ay — A —BIAJU = 1] + Z]EA|Uf1

10



which double demeans A;; with respect to the untreated group. Now consider the linear projection of

Y;I on th using the untreated group. The linear projection coefficient is given by

T -1
Ao = (T;E[tht ’Ul]) thl]E[XtY; v=1] (S5)
and additionally recall that in the main text, we defined
M i=E[Y; — XjAolU =1] and ) :=E[Y — X'Ao|U = 1] (S6)

Next, we define Ag,—1 to be A\y_1 after setting g = G, unit ¢’s actual group. It is useful below to express

this in math as

T
Agi—1 = AI{s =G, —1}
s=1

The terms above show up in the misspecification bias terms in the decomposition of a from the TWFE

regression. The next result provides some properties of these terms that we use below.

Lemma S6. Under Assumptions MP-1, MP-3 and MP-4, the following results hold

% g]E (B~ XA =0 (A)
% gm (B~ XiP)ra] =0 (B)
+ > [(5- i) xiag] =0 ©)
LS B (Be - Xir)xE 0] =0 )

~~
Il
—

Proof. For Part (A), notice that

ZE[(Dt . Xgr)At} - % 3 {E[ﬁt])\t - F’E[Xt])\t} ~0

t=1 t=1

Nl =

where the first equality holds by rearranging terms, and the second equality holds by Lemma S3.1. For
Part (B),

T B T
% ZE[(Dt - X;F)Ag_l] - %ZE (D, — XIT) (Z AT {s = G—l})]
t=1 t=1 L s=1
T 1. 1 /
:Z_;ASE 1{s = G-1} (T;Dt>—(T;Xt> r

where the first equality holds by the definition of Ag,_1, the second equality holds by re-arranging the

11



sums and expectation, and the last equality holds by Lemma S3.2. Next, for Part (C), notice that

LS (B Kir) ] = S8 (B &) £ ao =0
t=1

t=1
where the first equality holds using the same sort of argument (in reverse) as in Lemma S3, and the

second equality holds because (Dt — XéF) is the projection error from projecting D; on X; which is
uncorrelated with X;. Finally, for Part (D), notice that

T T T !
1 . . 1 . 1 .
=Y E [(Dt - X{P)X@,lAO] —E (T ZDt> - (T ZXt> T% XL Ag| =0
t=1 t=1 t=1

where the first equality holds by swapping the order of the summation and expectation (and because

D, and X, are the only two terms that depend on t), and the second equality holds by Lemma S3.2. [J

Lemma S7. Under Assumptions MP-1, MP-3 and MP-}, the denominator in the expression for a in
Equation (14) can be expressed as
T T .
1 B w2 (h(g,t) — X{T)m
LS B[ - ] - Yy et
t=1

G=g

Proof. Notice that

% ; B[(B: - X)) = % ém (D, ~ X(r)D]
_1 ZT: E[(D, - X/T)Dy]

T t=1

== ZT:ZE[(h(g,t) - Xi0)1{t > g})G = g}ﬂg

t=1 geg

=gt - X0)m,

T

G=yg

where the first equality holds because (ﬁt — X{F) is the projection error from projecting D; on X; and
is, therefore, uncorrelated with Xt, the second equality holds by an analogous argument to the one in
Lemma 5S4, the third equality holds by the law of iterated expectations and the definition of h(g,t)
and by Assumption MP-1 (so that D; = 1{t > G}), and the last equality holds by combining terms
and discarding terms that are equal to 0 (also notice that there are no post-treatment periods for the

never-treated group which implies that we can sum across groups in G rather than all groups in G). [

Next, we provide a proposition that delivers a useful decomposition for v in Equation (1) in the case

with multiple periods and variation in treatment timing considered in Section 5.

Proposition S4. Under Assumptions MP-1, MP-3 and MP-4, o from the regression in Equation (1)

12



can be expressed as

Q_ZZIE[ twfe X {(Y; Y, )—()\t—)\g,1—I—(Xt—ngl),A0>HG:9}

geg t=g

+ZZE{ fwfe X {(Yt Y, )—(At—Ag_l+(Xt—Xg_1)’Ao)HG=g}

gegt 1

where wg (Xt) is defined in Proposition 3 in the main text.

Proof. First, we consider the numerator in the expression for v in Equation (14). Notice that

S B[,
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&
||M

geg t
where the first equality holds by Lemma S4, the second equality holds by Lemma S5, the third equality
holds by Lemma S6, the fourth equality holds by the law of iterated expectations and by the definition
of h(g,t), the fifth equality holds by rearranging terms and from Lemma S10 below which shows that
the sum across time periods of the conditional expectations for the never-treated group is equal to zero,
and the last equality holds by splitting the summation into pre- and post-treatment periods. Then,
the result holds by combining the last expression above with the expression for the denominator in

Equation (14) from Lemma S7 and by the definition of w;ﬁfe().ft). O

Proposition S5. Under Assumptions MP-1, MP-3 and MP-4, o from the regression in Equation (1)
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can be expressed as

a—ZZE[ bwfe (i {E[Yt Y, 1|X,Z,G = g] - (At—Ag,ﬁ(Xt—Xg,l)’AO)HG:g]

g€eg =g
+ZZE[ bwfe( {E[Yt g_1|X,Z,G:g]—</\t—)\g_1+(Xt—Xg_1)’A0>HG:g]
gEgt 1

where wg (Xt) is defined in Proposition 3 in the main text.

Proof. The result holds immediately by applying the law of iterated expectations to both terms in the

expression for o from Proposition S4. O

Proof of Proposition 3. Starting from the expression for a in Proposition S5, the first part of the
result holds by adding and subtracting

S Bl BV~ v, X, 2.0~ ]j6

gegt 1

Next, we prove the properties of the weights. That the weights sum to one across post-treatment periods
holds immediately by the definition of the weights. We show that the weights sum to negative one across
pre-treatment periods in Lemma S11 below. That the weights can be negative holds because these are
linear projection-type weights. To give a concrete example, suppose that I' = 0, then the weights are
the same as in de Chaisemartin and D’Haultfceuille (2020), which can be negative. This completes the

proof for the additional properties of the weights from the proposition. O
Proof of Theorem 3. For g € G and t < g (i.e., pre-treatment periods for group g),
B[Y; - Y, 11X, 2.G = g] — B[Yi ~ Y, 1[X, Z,U = 1] = 0
under Assumption MP-5. For g € G and t > g (i.e., post-treatment periods for group g), we have that
EY, -Y, 11X, Z,G=g]-EY, - Y, 1|X,Z,U =1] = ATT, (X, Z)
which holds by Proposition 2. Plugging these expressions into Proposition 3 implies the result. O

Next, we state the formal versions of the conditions discussed in the main text to rule out the

misspecification bias term in Theorem 3.

Assumption MP-6 (Additional Assumptions to Rule Out Bias Terms in TWFE Regression under
Staggered Treatment Adoption). The following conditions hold for all time periods t = 2,...,T >

(1) E[AY;(0)|X, Z,U = 1] = E|AY;(0)|X, U = 1].
(2) E[AY;(0)|X,U = 1] = E[AY;(0)|Xs, Xo_1,U = 1].

(3) E[AY;(0)| Xy, Xo—1,U = 1] = E[AY;(0)|AX;, U = 1].

2The assumption needs slightly more notation for linear projections than was used in the main text. Here, Xo,+—1 and
Ao,t,t—1 denote the intercept and slope coefficients from the linear projection of AY; on AX, for the never-treated group.

14



(4) BIAY;(0)|AX, U =1] = Aot e—1 + AX{Ag -1
(5) Noti—1 = Ao.
Lemma S8. Under Assumptions MP-1 to MP-5 and MP-6,
Aot t—1 = At — Ai—1
Proof. Notice that

Xotio1=EB[Y; = Yi|U=1] - B[(X; — X;—1)|U = 1) Aot
=E[Y; — X{Ao|lU =1] = E[Y;—1 — X{_;Ao|U = 1]
=X — M1

where the first equality holds by the definition of Ao ¢—1, the second equality holds by Assumption MP-
6(5), and the last equality holds by the definition of A; in the main text. O

Proof of Theorem 4. Notice that, from Theorem 3, the first result will hold if, for any ¢ € G and for
any t € {1,...,T}, &.4-1(X, Z) =0 where

19-1(X, 2) = B[Yi-Y, 11X, Z,U=1] = (A = Ag-1) + (Xi-X,-1)'Ao)

Consider the case where ¢ > g (and note that {;_1 4-1(X,Z) = 0 by construction and the same sort of

argument as we consider here can be used for the case where t < g). Then, we have that

€ry1(X,Z) = zt: {E[AYS\X, Z,U=1] - (A)\s + AX§A0>}

s=g
t

= Z {)\0,5,571 + AX{Ao,s,s-1 — (AAS T AX;AO)}

=9

w

Il
o

where the first equality holds by adding and subtracting E[Y,|X, Z,U = 1]— (As+X/A) for all values of
s=g,...,t—1, the second equality holds from applying Assumption MP-6(1)-(4), and the last equality
holds by Assumption MP-6(5) and by Lemma S8.
The second part of the result, i.e., under the additional condition that ATT, (X, Z) = ATT(g,t),
follows immediately by taking ATT(g,t) outside of the expectation in the expression in the first result.
The third part of the result, i.e., under the additional condition that ATT, (X, Z) = ATT, holds

by noticing that in this case

o= ATTZZT:E[wtwfe(Xt))G - g} = ATT

g5t
geg t=yg

where the second equality holds by property (i) of the weights from Proposition 3. O
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SB.2 Results on Implicit TWFE Weights with Multiple Periods

In this section, we prove the claim in Equation (18) in the main text about implicit TWFE weights
with multiple periods. Towards this end, we first provide a supporting lemma, then provide a similar

result where the first period is used as the base period, and then we prove the claim from the main text.
Lemma S9. Under Assumptions MP-1, MP-3 and MP-4,
E[(h(g,t) — XtT)‘U = 1} T = — ZE[(h(g,t) — XéF) ‘G = g} Ty
g€g

Proof. Notice that

=Y E[(h(g,H) - XiD)|G = g,

= > B|(h(g,t) - XD)|G = g]m, + B[(h(g, 1) - XID)|U = 1] mo
9eG

where the first equality holds by Lemma S3.1, the second equality holds by the law of iterated expec-
tations, and the third equality holds by pulling the untreated group out of the summation. Then, the

result holds by rearranging terms. O
Proposition S6. Under Assumptions MP-1, MP-3 and MP-/,

a= Ziwtwfe(gvt) {E [w;fwfe(X, Z)(Ye — Yu)‘G = g] ~E [wgﬁwfe(x, Z)(Y; — yﬂ))U = 1]}
geg t=1

Proof. Starting with the numerator of o in Equation (14), we have that

=S B[(B - X))
- 1 T .
- Y E [(Dt - XtF)Y;f}
t=1
_ ;im[@t - X0 (v - Ya)|
= LSS B[ - - v |o = o],
t=1 geg
T
_ %ZZE[(Dt — X{T) (Y = Ya)|G = g,
t=1 geg

T
2 SB[~ X0) (v — YU = 1]mo
t=1

. I
:TZ
=1

(D — X]T)
E[(D; — X]TI)|G = g]

B (¥ = Yi)|G = g| EI(D, - X{1)[G = g,

(]

Qi

ge
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+;§E E[(Dﬁ;qffﬁ}:”m-m)\lf:l E[(D: — DU = 1]m0
:;EZ;;;E A v = | BID - X = i
. ZZ:QE E[@(fj_t Xf)‘lg =¥V = 1] BB~ K = ol
:g%imwt xine = g];{E E[(D(tb—t;ézﬁgzg]m_m’G:g

(D — 1)
E[(D, - X0)|U = 1]

(Yi—Yh)’U: 1

}

S B &6 = 9172 {8 [wyi*(X, 2)(v; - Ya) |G = ]
B [uhi" (X, 2)(% - V)| = 1] }

where the first equality holds by Lemma S4, the second equality holds as an implication of Lemma S3,
the third equality holds by the law of iterated expectation, the fourth equality holds by separating
the never-treated group from the other groups, the fifth equality holds by multiplying and dividing by
E[(D; — X!T')|G = g] and by E[(D; — X/T')|U = 1], the sixth equality holds by Lemma S9, the seventh
equality holds by combining the summations and rearranging terms, and the last equality holds by the

ltwfe Otwfe

definition of w, and w, Then, the main claim of the proposition holds by dividing the previous

expression by the denomlnator of o in Equation (14) and from the definition of @w!*/¢(g,t). O

Proposition S7. Under Assumptions MP-1, MP-3 and MP-/,

a= ZZ ptele(g { [ ;:;fwfe(x7 Z) (Y — Yg,l)’G = g} -E [wgiwfe(x7 7)(Y; — Ygfl)’U _ 1} } 4

gth 9
+ZZ 01 (g,0) { B (w7 (X, 2)(¥; = Yg1)|G = ] — B [w) "X, 2)(%; - Y)|U = 1]} 47
geg t=1

where

XS I O [ X, )1 - Yoo = 1]

gegt 1

In addition,

Elwyy“'*(X, 2)|G = g = Blwy"/*(X, 2)|U = 1] =1
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Proof. Starting from the result in Proposition S6, we have that

o= Z iwtwfe(g,t) {IE [w;iwfe(x, Z) (Y — Yg,l)‘G = g} —E [wgiwfe(x’ Z)(Y; — Yg,l))U _ 1} }
g€eg t=g

+ gi w0(g,6) {IE [wyi"/* (X, 2) (Vi = Yy -0)|G = g] — E [wh*" (X, 2)(%i - v, )| = 1] }
geg t=1

T {B[wpt™* (X, 2)(Yy-1 = V)| G = o] = B [w)i/ (X, 2) (V1 = Vi) [U = 1] }
geg t=1

= i w0(g,6) {IE [y (X, 2) (Vi — Yy-0)|G = o] — B [wh"" (X, 2)(%i - v, )| = 1] }
g€eg t=g

+ Zgiu—,twfe(g,t) {]E [w;;wfe(x, Z) (Y — Yg_l)‘G = g} -E [wngwfe(X7 Z)(Y; — Yg_l)‘U _ 1} } .
geg t=1

where the first equality holds by adding and subtracting

T
Z Zwtwfe(gjt) {E [w;:;foE(X’ Z)Yg—l‘G — g] —E |:w2:§wfe(X7 Z)Yg_l‘U = 1} }
geg t=1

to the result of Proposition S6 and rearranging terms, and the second equality holds because

T
Z Z @I (g, t)E [w;”iwfe(X, Z)(Yg—1 — Ya) ‘G = g} = 0% and by the definition of the remainder term
geg t=1
r. That w;iwf “(X, Z) and wgfwf “(X, Z) have mean one follows immediately from their definitions. []

Remark S2 (Comments about remainder term). We note here that having a remainder in the expres-
sion for « in Proposition S7 is undesirable. As discussed in the main text, it is a byproduct of using
g — 1 as the base period; notice that there is no remainder term when one uses the first period as the
base period as in Proposition S6. In our application, when we compute these remainder terms across
different specifications, they are uniformly negligible. We conjecture that the remainder will likely be
small in most applications for four reasons. First, the weights sum to zero rather than one, that is,
> geG ZtT:l wtvfe(g, t)B wgiwfe(X, Z)‘U = 1} = 0. Second, this term equals zero if the distribution of
(X, Z) is the same for all groups. Third, this term equals zero if E[Y;|X, Z,U = 1] is constant across
time. Fourth, this term is equal to zero if, for t = 2,...,T, E[AY;|X,Z,U = 1] = E[AY|U = 1].
While none of the second, third, or fourth conditions are necessarily likely to hold exactly in particular
applications, the remainder term will be small when these terms are small. Taken together, all four of

these reasons suggest that r should be small, often very small, in most applications.

SB.3 Results on Implicit AIPW Weights with Multiple Periods

In this section, we prove the claim in Equation (21) in the main text about implicit AIPW weights

with multiple periods.

3To see this, notice that the numerator of @f(g,t) cancels with the denominator of w;j“’fﬁ(x, Z), and then the

only time-varying terms remaining in the numerator of this expression are D; and X; which sum to zero by Lemma S3.2.
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Proposition S8. Under Assumptions MP-1, MP-3 and MP-/,

TR o SUTIRS (B[00 (X, 2) (% = Yy0)|G = g| = B [0 (X, 2)(¥i = Yy)|U = 1]}
geg t=g

Proof. Recall from Equation (19) in the main text that

——— aipw

ATT™™ (g,1) = B[(Yi-Yy-1) = L, (Vi-Yy1[X, 2)[G = g] = B[ (X, 2) (Yi-Yy-1) = L, (Vi Yy-1/X, 2)) [U = 1]

Considering the subgroup such that 1{G = g} + U = 1 (that is, either group g or the never-treated
group) and using the same argument as in Proposition 1 from the case with two periods and two groups
(up to differences about the base period and that we use covariates across all time periods rather than

just two periods), it follows that
—~— aipw aipw atpw
ATT™ (g.4) = B [0} (X, 2)(Yi = Y;1)|G = 9] — B[ (X, 2)(vi ~ Y, 0)[U = 1] (57)

for any g € G and t > g. Next, recall that, by Equation (20) in the main text, we have that

AT = ZZATT T (g, (g, 1) (S8)

geg t=g

Plugging the expression for m“mpw(g, t) from Equation (S7) into Equation (S8) completes the proof.
]

SB.4 Additional Supporting Results

This section contains supporting results for proving the main results.

Lemma S10. Under Assumptions MP-1, MP-3 and MP-/,
1<& . .
TZ:E[(Dt—XtT){(Yt Yr) — ()\t Ar + (X¢ — Xr) Ao)}‘U—l} 0

Proof. To start with, notice that

1

Mq

E[(Dr - XT){ (v - V) = (A =+ (X = Xr)'o ) JU = 1]
t:l

T

1 .. . _

- = ZE[(Dt - Xgr){(yt V) - ()\t A (X — X)’A())HU - 1} (S9)
t=1

which holds from the properties of double-demeaned random variables in Lemma S3. Notice that, given

the definitions of A, A, and Ay, (( = Y) — (A = A) + (Xy — )_()’Ao)> is the projection error from

projecting (Y; —Y) on (X; — X) and time fixed effects.
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Next, notice that, for some non-random time-varying variable (;, we have that

LS Bla{on 9 (v - o) o= 1]
t=1

Il
o

(S10)

where the first equality holds by rearranging terms, and the second equality holds by the definitions of
A and . This shows that the mean of the projection error multiplied by any time-varying, non-random

variable is equal to zero—we use this result below

Recalling that th = Djs — D; — — E[D{] + = Z E[Ds], for units in the never-treated group, we have
s=1

that Dit = Z]E , which holds because D;; and D; both are equal to zero for units in

the never-treated group. Notlce that this term is time-varying but non-random.

Then, we can decompose the expression in Equation (S9) as

(59) = —;iE _<E[Dt] —;iE[D ]) [ -7)— (v A+ - X80 o =1|  (s11)
t=1 L s=1
- r’% iE :(Xt ~ X) {(Yt V) - (At A (X — X)’AO)HU - 1} (S12)
t=1
+F’;iE (E[Xt] —%ZE[X ]) {(Yt V) - (At A+(Xt—X)’AO)HU: 1| (s13)
t=1 L s=1

where the result holds because (i) Equations (S11) and (S13) involve means of time-varying, nonrandom
variables multiplied by the projection error discussed above which are equal to zero from the argument
in Equation (S10), and (ii) Equation (S12) is equal to zero because the (X; — X) term is orthogonal to
the projection error term, ((Yt V)= (A= A) 4+ (X; — X)’Ao)>. This completes the proof. O

Lemma S11. Under Assumptions MP-1, MP-3 and MP-4, the weights in Proposition 3 sum to negative

one across pre-treatment periods. That is,

ZZE[ bwfe i) )G—g} 1

geg t=1
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Proof. Notice that

T
1
TZE[(Dt XF)} .
0= t;l _ E[ twfe ’G—g}
%ZE[(Dt—)’Q’F)ﬂ 9€g t=1
t=1
T g—1
:ZZ]E[ twfe %) ’G g} + Z]E[ twfe %) ’G g}
geg t=yg geg t=1
g—1 T
— E[ bwfe(%,) ’G—g} ZZE[ bwfe(%,) ’G—g} 1
geg t=1 geg t=g

where the first term holds immediately by applying the results in Lemma S3 to the numerator, the
second equality holds by the law of iterated expectations and the definition of wt wf e(Xt) and the
third equality holds by splitting the summation (and for the first term noticing that there are no post-
treatment periods for the untreated group so that the summation can be over G rather than G). The

last line holds because the sum of the post-treatment weights equals one. O

Remark S3 (Clarification on groups included in summation). One subtle point worth mentioning is
that the pre-treatment sum in the decomposition of « in Proposition 3 excludes the never-treated group,
while the sum of the pre-treatment weights includes the never-treated group. For the pre-treatment
weights to sum to negative one, they must include the never-treated group. This difference can be
explained in the following way: if one includes the never-treated group in the decomposition of « (i.e.,
where the pre-treatment sum is over G rather than Q), the extra term that this introduces is equal to
zero (see Lemma S10 as well as the proof of Proposition S4). Therefore, « effectively includes positive

weight on a term equal to zero by construction.

SC Miscellaneous Additional Results/Details

This section contains further details about several issues that were briefly mentioned in the main

text.

SC.1 Detailed Comparison to Other Estimation Strategies

This section provides a more detailed discussion of how the conditions in Assumption 4, used to elim-
inate the misspecification bias terms in Theorem 1 in the main text, are related to implicit assumptions
related to the covariates (implicit because they arise due to functional form choices for how covariates
enter certain models) for several recently “heterogeneity-robust” approaches to DiD. We discussed this
briefly in the main text in Remark 2.

First, Gardner, Thakral, T6, and Yap (2023), Borusyak, Jaravel, and Spiess (2024), and Liu, Wang,
and Xu (2024) propose “imputation” estimation strategies. The basic idea is to (i) split the data into
the set of treated observations and untreated observations (by construction this will be an unbalanced

panel dataset as it includes units that do not participate in the treatment in any period as well as
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data from pre-treatment periods for units that are eventually treated); (ii) to estimate a model that
includes time fixed-effects, unit fixed-effects, and covariates; and (iii) given the estimated parameters
from this model, to impute untreated potential outcomes for treated observations, and an estimate of
the ATT arises from comparing the average observed outcome for treated observations to the average
imputed outcome for these observations. The particular version of imputation proposed by Gardner,
Thakral, T6, and Yap (2023) and Borusyak, Jaravel, and Spiess (2024) relies on estimating the following

regression for untreated observations
Yie(0) = 0p +mi + XjyB + eir (S14)

using untreated observations.
Specialized to the case with two time periods (besides the parallel trends assumption), the key

condition to rationalize this approach is to assume that

E[AY;+(0)| X¢, Xpo_1, Z, D = 0] = Lo(AY}-

AX;)

Thus, like the result on interpreting « in Theorem 2, the imputation estimators discussed here also
implicitly rely on all three parts of Assumption 4. Or, relative to the discussion in Section 2, these
estimation strategies rely on (; and ¢; in Equation (3) being constant across time periods, which
implies that effects of time-varying and time-invariant covariates on untreated potential outcomes are
constant over time. These are strong extra conditions that researchers ought to weigh carefully in
applications.* However, relative to the regression in Equation (6), under exactly the same conditions,
the imputation estimators directly target the ATT rather than recover a hard-to-interpret weighted
average of conditional ATT’s.

Next, Callaway and Sant’Anna (2021) propose propensity score re-weighting, regression adjustment,
and doubly robust estimation strategies. While the doubly robust estimation strategy offers some
additional advantages, the regression adjustment estimation strategy is immediately comparable to the
discussion here.” Specialized to the case with two periods (in addition to parallel trends), their regression

adjustment strategy imposes that

E[AY;-(0)| X, Xpe_1, Z, D = 0] = Lo(AY}-

Xt*fb Z)

This condition imposes that (i) the path of untreated potential outcomes conditional on time-varying
and time-invariant covariates only depends on the time-varying covariates in the pre-treatment period
(not in the post-treatment periods) and time-invariant covariates and (ii) a linearity condition. The first

condition is different from the one in Assumption 4, but it is in line with a number of papers in the econo-

4 Alternatively, the approaches proposed in de Chaisemartin and D’Haultfoeuille (2020) and de Chaisemartin and
d’Haultfeeuille (2024) impose a local version of linearity that results in the path of untreated potential outcomes only
depending on the change in covariates over time but allow for how the change in covariates over time affect the path of
untreated potential outcomes to vary across time (those papers also discuss how to include time-invariant covariates in
this framework); see, in particular, Assumption S4 in the Supplementary Appendix of de Chaisemartin and D’Haultfeeuille
(2020) and de Chaisemartin and d’Haultfceuille (2024, Eq. (24)). In the setting with two periods, this is a distinction
without difference, but, with multiple periods, this is a weaker condition as it would not require Assumption MP-6(5) to
hold while the one-shot imputation estimators do need it.

5Regression adjustment is very similar in spirit to the imputation estimators discussed above; it is possible to view
the regression adjustment estimators discussed here as imputation estimators; see Callaway (2023) for additional related
discussion.
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metrics literature on difference-in-differences that include time-invariant covariates and pre-treatment
time-varying covariates (which are subsequently effectively treated as time-invariant covariates) in the
parallel trends assumption (see, for example, Heckman, Ichimura, Smith, and Todd (1998), Abadie
(2005), and Bonhomme and Sauder (2011)).9

As in Callaway and Sant’Anna (2021), in the main text, we proposed a doubly robust AIPW

estimator. Specialized to its regression adjustment version, our approach amounts to assuming that

E[AY+(0)| Xy, Xix—1, Z, D = 0] = Lo(AY}=

AXt*aXt*f:b Z)

This is a linearity condition, but it inherits the advantages of both the imputation estimation strategies
in Gardner, Thakral, T6, and Yap (2023) and Borusyak, Jaravel, and Spiess (2024) and the regression
adjustment strategies proposed in Callaway and Sant’Anna (2021)—the path of untreated potential
outcomes can depend on (i) the levels of time-varying covariates, (ii) the change in time-varying covari-
ates over time, and (iii) time-invariant covariates. Moreover, like those approaches (but unlike o from
the TWFE regression), this approach directly targets ATT.

SC.2 Comments/Clarifications on Assumptions MP-1 to MP-5

This section contains some additional discussion about Assumptions MP-1 to MP-5, particularly
concerning some ways that these conditions can be relaxed in settings that commonly occur in appli-
cations. All the issues discussed here are often relevant for empirical work, and solutions proposed in

existing work apply immediately to our framework.

Remark S4 (Staggered treatment adoption). Assumption MP-1, about staggered treatment adoption,
is common in the econometrics literature and covers a large number of empirical applications, but it
does not cover all empirical applications that use DiD identification strategies. See Callaway (2023)
for additional discussion of this assumption and de Chaisemartin and d’Haultfeeuille (2024) and Yanagi

(2022) for recent work on relaxing this assumption.

Remark S5 (No never-treated units). It is without loss of generality to suppose a never-treated group
exists. In applications, if all units are eventually treated, the setting considered in the main text
implicitly drops periods where all units are treated. There is no comparison group for those periods, and
difference-in-differences identification strategies are not useful for recovering treatment effect parameters
in those periods (except, possibly, under additional assumptions that we do not consider here). In this

case, we would set T' to be the last period with available untreated units.

Remark S6 (Already-treated units). In the main text, we dropped units that were already treated
in the first periods. This is because DiD identification strategies are not useful for recovering treat-
ment effect parameters for this group without imposing extra assumptions, nor is this group useful for
recovering the path of untreated potential outcomes for other groups. We note that one interesting

assumption, resulting in not necessarily dropping these units, is to assume that, after a group has been

5Under certain conditions, conditioning only on pre-treatment time-varying covariates can allow for the time-varying
covariates themselves to be affected by the treatment. See Bonhomme and Sauder (2011), Lechner (2011), and Caetano,
Callaway, Payne, and Sant’Anna (2022) for more discussion.
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exposed to the treatment for “long enough”, it can re-enter the comparison group. This may be an
attractive assumption for some applications as it increases the size of the comparison group, but, to be
clear, it is an extra (and possibly strong) assumption. See Cengiz, Dube, Lindner, and Zipperer (2019)

for an example of using this type of extra condition.

Remark S7 (Anticipation). The no-anticipation assumption, Assumption MP-2, is widely used in the
econometrics literature on difference-in-differences (see, for example, Callaway and Sant’Anna (2021),
Sun and Abraham (2021), and Callaway (2023)). That said, it may be a strong assumption in many
applications. For example, many DiD applications involve policies that are voted on in one period
but not implemented until a later period. In this case, it seems likely that intelligent units (such as
people or firms) would be likely to respond in the intermediate period, violating the no-anticipation
condition. Although violations of no-anticipation are possible in many applications, it turns out that
it is straightforward to relax no-anticipation to some version of limited-anticipation, where observed
outcomes are equal to untreated potential outcomes “far enough before” the treatment occurs, by
“backing up” the entire analysis so that the base period is the most recent period before anticipation
effects start (rather than using (g — 1) as the base period of the analysis). We do not pursue relaxing
no-anticipation here as what “far enough before” means is application-specific, and, therefore, no-

anticipation is the natural baseline case.

SC.3 Miscellaneous Additional Comments/Clarifications

This section contains several miscellaneous additional comments, clarifications, and details for some

of the statements and claims made in the main text.

Remark S8 (Sampling weights). Many DiD applications include sampling weights. These weights
are often used in applications with aggregate data where the number of individual units varies across
the observed aggregate units. Researchers include sampling weights to give more weight to larger
aggregate units, thereby adjusting the target parameter (see Pfeffermann (1993) and Solon, Haider, and
Wooldridge (2015)). For instance, our application uses state-level data, but the population size differs
in each state. Many of the results in Cheng and Hoekstra (2013) are weighted by the population size
of each state, aiming to interpret the ATT as being representative of the average effect on individuals
rather than states. All of the arguments presented in the paper remain valid with sampling weights, with
expectations replaced by weighted expectations. Furthermore, the code provided in our two companion

software packages supports the use of sampling weights.

Remark S9 (Event studies). Our discussion in the main text mainly focused on ATT°, but event
studies are very commonly estimated and reported in empirical work. The event study parameter is

given by
ATTes(e) = E[YG’-i-e - YG-&-e(O)‘G S ge]

where e indexes event-time (the number of periods since the treatment started) and G. = {g € Glg+e €
[2,T]}, which is the set of groups that (i) ever-participate in the treatment and (ii) are observed to have

been treated for e periods in some observed period. Thus, ATT®*(e) is the average treatment effect
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when units have been treated for exactly e periods. Like ATT®, ATT®(e) is a weighted average of

group-time average treatment effects. In particular,

ATT®(e) := > w*(g,e)ATT(g,9+¢)
g€Ge

where w®(g,e) := P(G = g|G € G.) which is the relative size of group g among groups that are
observed to have been exposed to the treatment for e periods in some observed period. The expression
for ATT*(e) in the previous display indicates that, if we can identify/estimate group-time average
treatment effects, then we can aggregate them into an event study. Although we did not emphasize
event studies in the main text, they are computed by default in our accompanying pte R package. See
Callaway and Sant’Anna (2021) for other parameters that may be of interest in DiD applications with

multiple periods and variation in treatment timing.

Remark S10 (Clarification on calculating implicit ATPW weights). The weights 95° (from Lemma 3
and Proposition 1) look challenging to estimate in practice because vy involves the unknown propensity
score p(X). However, notice that an alternative expression for the weights can be found in Equation (S1)
in the proof of Lemma 3; in particular, it also holds that 95° = E[X'|D = 1]JE[X X'|D = 0]~ X, which

can be directly estimated.

Remark S11 (Non-normalized AIPW weights). Proposition 1 was derived for the AIPW estimator
that uses normalized weights, which often delivers better performance in finite samples (see, e.g., Busso,
DiNardo, and McCrary (2014)). Without normalized weights (i.e., if we use @Sip “ instead of w ~alp ),

the claims of Proposition 1 still hold; namely, the weights 198”’ v

p(X)
(1-p(X))
(- W)IEJ[ v, X|D = 0] = 1 where we cancel the first and third terms in the expression for 927" by the

orthogonality of the projection errors. This argument is slightly different from the one in the proof of

still have mean one and can be neg-

. 1— ,
ative. To see this, in this case, 957" = - U ( + 90X — %X), and E[W;""|D = 0] =

Proposition 1 because the mean of the first and third terms may not both be equal to one, yet they are

equal to each other and cancel out in the expression for 196”” v

Remark S12 (Effective sample size calculation). We calculate the effective sample size for the AIPW

estimator in the case with multiple periods in the following way.”

T
FS5— (Y (0t % — Ny

vec =g Varg ( Ompw(X Z))

where Varo( PO (X 7 )) denotes the sample variance of the AIPW weights among untreated units,

n T
ng = Z U; and Npost :== Z Z 1
i=1

geG t=g

"We report effective sample sizes only using untreated observations as, at least for our AIPW estimators, the effective
sample size for the treated group is just equal to the actual sample size. This holds because our weights on treated units
are all equal to one.
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so that ng is the number of never-treated units and N is the cumulative number of post-treatment time
periods across all groups. We are unaware of any existing definitions of effective sample size for a stag-
gered treatment adoption setting. Future work could consider alternative, possibly better, definitions of
effective sample size, but this version satisfies some natural properties. First, if \//z;"() (@Dgf K (X, Z )) =0
for all g and ¢ (this means that these weights are all equal to each other and equal to ng 1), then
L 2:? (X, 7 ))—indicating that the weights
are concentrating more on fewer units—ESS, decreases. This is a desirable and standard property of

E/S\Sg = ng X Npost.8 Second, for larger values of \//zﬁ"g (11)

notions of effective sample size. Finally, one can compute a similar measure of effective sample size for
the TWFE regression by replacing ©°(g,t) with w"/¢(g,t) from the main text and u?g:f PY(X, Z) with

w%wfe(X, Z) from the main text.

SD Additional Details and Results from the Application

SD.1 More Details about the Setup in Cheng and Hoekstra (2013)

Cheng and Hoekstra (2013)’s main results come from a similar TWFE regression to the one in
Equation (1). However, it is worth clarifying a few additional differences relative to the setting that
we considered in the main text. First, many of their TWFE regressions include region-by-year fixed
effects; in the main text, we mainly used region as an example of a time-invariant covariate that is
not included in the TWFE regression. Below, we provide additional results where region-by-year fixed
effects are included in the TWFE regression. Second, for policies implemented during the middle of
a year, they code the treatment as the percentage of the year that the policy was implemented; by
contrast, we set the treatment variable equal to one if the policy was implemented in any part of a
particular year. In total, Cheng and Hoekstra (2013) consider six different TWFE specifications of
increasing complexity ranging from TWFE with no additional controls to additionally including region-
by-year fixed effects, time-varying covariates, additional contemporaneous crime rates (they argue that
these are possibly endogenous and so mainly include them as a robustness check), state-specific linear
time trends, and combinations of these. Besides that, Cheng and Hoekstra (2013) provide results for
several additional outcomes besides just homicides. Notice that the covariate balancing properties of
the TWFE regression (or alternative approaches that we proposed) are invariant to the outcome, i.e.,
all of the covariate balance figures reported in the main text are precisely the same if one uses a different
outcome. That said, of course, changing the outcome changes the value of & from the TWFE regression

or ATT from our approaches.

SD.2 Additional Results from the Application

In this section, we provide two sets of additional results that were briefly mentioned in the main

text. First, we consider the short-specification that only includes the log of population as a covariate,

81t is perhaps debatable whether one should define E/S\Sg so that it is equal to ng or ng X Npos in this case. We favor
the second choice as, by virtue of aggregating, we effectively use more information for estimating ATT° than for, say,
ATT(g,t). If we aim for ng instead, then the measure of effective sample size would not acknowledge that we have more
information for ATT® than for ATT(g,t).
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but move from the setting with two periods to using data from all years from 2000 to 2010. The results

are reported in Figure S1.

Figure S1: Covariate Balance with Multiple Periods
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Notes: The figure reports estimates of the effects of stand-your-ground laws on homicides and covariate balance statistics
using all available data from 2000-2010. The balance statistics are invariant to the outcome. Different covariates are
displayed along the y-axis. 1_pop is the average of the log of population for a particular state from 2000 to 2010; and
midwest, northeast, south, west are indicators of Census region. The x-axis reports standardized differences for the mean
of each covariate between the treated group and untreated group that come from our multi-period diagnostics for TWFE
and regression adjustment/AIPW discussed in the main text. The red circles provide the standardized difference for the
raw difference, and the blue triangles show the standardized difference after applying the implicit weighting scheme from
each estimation method. Panel (a) provides results from a TWFE regression that includes D; and X as regressors. Panels
(b)-(d) come from regression adjustment estimators using different sets of covariates.

The estimates of the effect of stand-your-ground laws on homicides are quite similar to the results
with two periods that were reported in Figures 1 and 2 in the main text except for that the standard
errors are notably smaller here. In terms of covariate balance, like the multiple period results presented
in the main text, we describe covariate balance in terms of how well each implicit weighting scheme
balances the average of each covariate. The results are qualitatively similar to those reported in the
main text. The implicit TWFE weights (Panel (a)) essentially do not affect covariate balance relative
to the raw data. Regression adjustment that only includes the change in time-varying covariates (Panel
(b)) also does not improve covariate balance. In Panel (c¢), we control for the change in time-varying
covariates, the pre-treatment level of time-varying covariates, and time-invariant covariates, which was
our main “simple” suggested approach in the main text. Note that it is not “by construction” that this
approach balances the average of the time-varying covariates.” However, despite that, it still performs
well in terms of balancing the covariates: the standardized difference of average log population is 0.138
in the raw data, and it is reduced to 0.003 after applying the implicit regression adjustment weights.
Finally, Panel (d) provides results where we use the first two principal components of log population
as covariates. Once again, covariate balance is not “by construction” equal to zero here, but, using the
principal components, further reduces the standardized difference of the average of log population to
0.0000001 after applying the implicit weights.

Finally, we provide results from TWFE regressions and regression adjustment that include region-

9To be clear, it does balance the time-invariant covariates exactly by construction, but it does not balance the average
of the time-varying covariates (here: log population) by construction.
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by-year fixed effects in addition to the (transformed) log of population. These results are intermediate
cases relative to the ones reported in the main text, where we provided results using short specifications
that only included the log of population as a covariate or results using long specifications that included
time-invariant region along with a large number of time-varying covariates. We provide results both
for the case with two periods and with all time periods in Figure S2. In terms of covariate balance,
among the specifications that inherit transformed values of the time-varying covariates, these are the
ones that perform the best. Notice that, in Panels (a), (b), and (d), the specifications balance region by
construction, but all specifications here do well at balancing all the covariates being considered; this is
especially true for regression adjustment. This suggests that, under the assumption that parallel trends
holds conditional on log population and region, the regression adjustment approach that includes the
change in log population and region does well for balancing region and the level of log population. In
other words, it seems unlikely to be sensitive to hidden linearity bias. Still, we emphasize that there is
value to explicitly checking covariate balance. As discussed in the main text, with the longer covariate
specification (see Figure 3 in the main text), including only region and the changes in the covariates over
time does not do well at balancing the levels of the same covariates, indicating that these specifications

could be sensitive to hidden linearity bias.

Figure S2: Two Period Covariate Balance using TWFE and ATPW
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Notes: The figure reports estimates of the effects of stand-your-ground laws on homicides and covariate balance statistics.
Panels (a) and (b) use the two-period data discussed in the main text, while Panels (¢) and (d) use all available data
from 2000-2010. The balance statistics are invariant to the outcome. Different covariates are displayed along the y-axis.
In the first two panels, d_1_pop is the change in the log of state-level population from 2000 to 2010; 1_pop-2000 and
1_pop_2010 are the level of the log of state-level population in 2000 and 2010, respectively; in the second two panels, 1_pop
is the average of the log of population for a particular state from 2000 to 2010; and in all panels, midwest, northeast,
south, west are indicators of Census region. The x-axis reports standardized differences for the mean of each covariate
between the treated group and untreated group that come from our multi-period diagnostics for TWFE and regression
adjustment/ATPW discussed in the main text. The red circles provide the standardized difference for the raw difference,
and the blue triangles show the standardized difference after applying the implicit weighting scheme from each estimation
method. All the results in the figure include region as a covariate.
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